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#### Abstract

Due to external influences over parameters that characterize dynamical systems, an online parameter estimation must be added as part of model predictive control strategies. In this thesis, we show how continuous parameters estimation, using inverse dynamics, can be used for identifying the inertial parameters (mass, inertia, and center of mass) of multi-body systems as part of an adaptive control strategy. For this, a Featherstone spatial algebra equivalent model, based on screw theory was used. The system identification was done using a linear least squares approach using the Recursive Newton-Euler Algorithm as a way of implementing a generic solution. The process is for open-loop robots and is tested using an optimal control algorithm based on multiple shooting.
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## CHAPTER 1

## Introduction

Eu nu strivesc corola de minuni a lumii şi nu ucid cu mintea tainele, ce le-ntâlnesc in calea mea
in flori, în ochi, pe buze ori morminte.

Lucian Blaga ${ }^{1}$

The fascination of humankind with the way things move in nature, in general, and the animal movement, in particular, has its roots deep into the beginning of history. Over the years, we have tried to mimic it as much as possible hoping that, with every improvement, the end result to be closer to what we observe around us and thus the fine line, between knowing why things work the way they do and how they work, to become blurred up to the point where no one care to distinguish between them anymore. This endeavor has culminated nowadays with the birth of an interdisciplinary area that brings together state-of-the-art results, in domains, such as numerical optimization, model predictive control, mathematical modeling of complex dynamical systems (e.g. multi-rigid-body dynamics), robotics or machine learning.
${ }^{1}$ https://blog.caramizaru.xyz/doku.php?id=blog:2023:03:17_eu_nu_strivesc_ corola_de_minuni_a_lumii

### 1.1 Motivation

It can be easily said, for a long time, the struggle was in finding better models to express the movement of systems of rigid bodies. This has put us on a path of new discoveries and nowadays, we have different, equivalent ways, to describe the dynamics, from classical Newtonian mechanics to more modern approaches like Lagrange and Hamiltonian formalism, each of them having its advantages and disadvantages.

Having a good mathematical model of a dynamical system can be helpful most of the time, since, empirically, one can state that a better model approximation can have a positive impact whenever a control strategy is in place, nonetheless, the control process methodology can have its own influence on what is and what is not a good model. In this regard, a good example can be the degrees of freedom as well as the state space representation of a dynamic system. Though it might seem that using a Lagrangian/Hamiltonian formalism will be more suitable for control, since it is using a reduced representation that can be directly used, when it comes to mechanical systems, this approach also comes with the disadvantage of redesigning the ODE/DAE whenever, during the process, discontinuities, in the model, are in place. This approach doesn't scale well as it requires human intervention for defining each phase manually. Also, we can observe that classical Newtonian mechanics comes with challenges as well, as the redundant form, which characterizes this approach, will fail to provide a right-hand side representation of the ODE required by most of the optimal control strategies. This limitation can be overcome by factorizing the system, using a numerical change of variable (e.g. factorization of the dynamical system using SVD decomposition in the direction of actuated degrees of freedom), this approach is heavily exposed to numerical instability.

One way to solve this problem is to try to come up with a different model that inherits the best characteristics of both worlds, reduced and redundant representation, for the dynamical systems.

Even though the mathematical modeling of dynamical systems, as well as the control strategy used, represents the backbone of any approach that hopes to deliver an automatic system, the final result is also strongly influenced by the quality of the parameters, the model is using. In general, the system identification applied a priori is not enough since the proprieties of the system are sensitive to external influences and changes over time. This results, again and again, in worse control prediction after a while.

The obvious solution to this problem is to extend the model-predictioncontrol approach by integrating, a parametric estimation phase as part of the loop. The result of this approach is the use of an updated model version during control prediction which is hoped to behave better.

### 1.2 Organization

We are starting with Chapter 2, Related work, where we draw the main lines of the current research done in the field of automatic differentiation, optimal control, multi-body dynamics, and system identification while, at the same time, we put into the context the results of this thesis. We then continue with Chapter 3, Multi-body Screw Theory, which introduces a Screw Theory formalism for mechanics and builds the prerequisites for the multi-body dynamics as well. In Chapter 4, System identification we show how the Recursive Newton-Euler Algorithm can be reinterpreted, in order to compute, in an algorithmic way, the equivalent analytical equation used for identifying the parameters that characterize each of the robot's links. Chapter 5, Experimental setup, describes the testing environment, the necessary tools used, the overall flow of the MPC and system identification, the sensor simulation and data acquisition, as well as the preprocessing steps done a priori that are required in the building process of the ODE that characterizes any multi-body system. Chapter 6, Tests puts the proposed solutions into context by comparing them with the current state-of-the-art. We conclude this thesis, with the last chapter, Chapter 7, Conclusions and future work

### 1.3 Contributions

The main results of this thesis are as follows:

- Introducing a mathematical framework, a Featherstone Algebra equivalent formulation of multi-body dynamics, in a bottom-up manner, based on Screw Theory geometric perspective. The accent is put on geometric intuition first, even though, all the concepts are introduced in an algebraic, rigorous manner, that can be directly applicable afterward.
- Showing how, the introduced framework, can be used to overcome the necessity of manual define, multi-phase system, for multi-body systems.
- Showing the equivalence of the Recursive Newton-Euler Algorithm with an analytical equation, in reduced representation, that resembles the Lagrangian mechanics formalism, and how this approach can be used to come up with a linear least square, system identification approach, for the parameters that characterize a multi-body-system; an approach that, for this specialized ODE, is faster and offers better results than the more classical and more general multiple shooting, nonlinear least squares.
- Showing that the parameter identification is path independent and how only 2 consecutive data acquisitions can be sufficient.
- An implementation for a generic ODE generation of open-loop, multibody dynamical systems, starting from URDF format representation; a
generic system identification of rigid bodies and a generic model predictive control, based on multiple shooting. The framework is available in Python and is built using CasADi framework for sensitivity computation.


## CHAPTER 2

Related work

### 2.1 Automatic Differentiation

In the world of robotics, in the last 2 decades, we can observe a strong shift in adopting more complex tools, for modeling and optimization. This is necessary to address the increase in complexity, demanded by the current research objectives. In this regard, important work has been done in building new algorithmic differentiation tools moving from manual integration of automatic differentiation [6, to frameworks that offer full symbolical front-end used in writing differentiable algorithms [1]. Moreover, new differentiable languages, build with numerical computation in mind, have been proposed [7]. Due to the high demand for Python in the scientific community, different ways of making current Python code, differentiable, have been proposed (e.g. JAX). At the same time, from the Machine Learning community, we get to see new automatic differentiable tools as well, one of the most visible being Pytorch 36]. These tools have the advantages, among others, of having back-ends for CPU and GPU as well, but they are not specialized for optimal control. A current, state of the art, of AD, can be found in 32] and 5], also, foundation work in this field can be found in [20].

For this thesis, CasADi was used which is designed as an optimization and optimal control mathematical modeling framework. This project is language agnostic (the project is written in C++ and it offers Python and Matlab binding) and it can be used to generate $\mathrm{C}++$ code once the problem is modeled using a height-level language. The design resembles a functional language and it offers the means to write vectorizable code in a natural way. At the same time, it offers access to the state-of-the-art, Sundials suits, sensitivity computation, and nonlinear optimization tools.

### 2.2 Multi-body dynamics

Throughout the years, related rigid-body simulation work could be found spread into multiple disciplines. We can observe work done in computer graphics and animation, particularly in physics-based animation, in molecular dynamics [39, in the robotics community as well as in the optimization and control community.

Given the specifics of each area, one can observe different developments of the current state of the art.

In computer graphics, we see overwhelmingly, solutions based on redundant systems [12]. This is due to the nature of the end goal, which in this case is the simulation itself for the entertainment industry (movie and game industry). In this regard, we can mention the work of Baraff, who has advocated the physically plausible approach for rigid body simulation [4].

On the opposite side, in the robotics and optimization community, solutions based on a unified geometric representation of the degrees of freedom are favored [35]. Among others, this approach simplifies the solver dramatically as you don't have to take care of rotation and translation separately as it is explained in 26. In this regard, the foundation of Lie groups/Lie algebra for robotics used was synthesized in 34.

Another equivalent approach, used often in reduced multi-body dynamics simulation is using Spatial Operator Algebra 38. This was popularized by Featherstone in [17] and it is the approach that most of the current frameworks have adopted.

Another important aspect of the multi-body frameworks in robotics as well as optimizations and control community is the way they provide access to sensitivity computation. Some, [18] [39, don't have internal sensitivity computation capability. Those who have, are either build on top of an automatic differentiation tool (like the implementation introduced by this thesis [10), [24], or they provide an internal analytical derivative [11] 33]. In the past, solutions based on automatic differentiation resembled results equivalent to what analytical solutions could offer with the disadvantage that re-computation of sensitivity had to be done in case the model changed. Recent results 40] 41] have improved the sensitivity time computation up to a constant factor compared with automatic differentiation solutions.

### 2.3 Optimal Control/MPC

The application of optimal control for multi-body systems has seen practical results, at least since the late 80s, in computer animation, when Andrew Witkin and Michael Kass published [46], an approach of generating automatic, physical-based animation by characterizing the desired motion through trajectory constraints.

Later, direct methods, based on multiple shooting [8, in optimal control of multi-body systems were adopted as they are desirable when the model has
many degrees of freedom.
For systems that need to recompute the trajectory as often as possible, due to the change of model with time, the model predictive control needs to be computed as fast as possible. A real-time iteration scheme [14] it's one way to minimize the optimal control time computation for each iteration. An efficient implementation can be found in MUSCOD-II 30] [13].

Extensive work in trajectory optimization through non-smooth domains has been done in [16], which utilizes a smooth contact model thus no hybrid method is necessary. Another approach, that treats contact through inelastic impacts and Coulomb friction was proposed in 37.

Recently, multiple-shooting solutions based on inverse dynamics have been proposed 25]. These approaches have the potential of being more stable and faster than the solutions based on forward simulation since the linear time, forward dynamics tend to have a higher constant than the inverse dynamics based on the Recursive Newton-Euler Algorithm.

### 2.4 System identification

When it comes to parametric estimation in a multi-body system, the general approach, using forward simulation with multiple shooting, is not the best approach as this method requires the computation of the mass inverse which results in a loss of the particular affine structure in lumped parameters, the inverse dynamics have 43]. Though it might not seems that obvious at first, system identification in lumped parameters is not sub-optimal as not all the inertial parameters are necessary most of the time for a full characterization of the dynamics 43]. A generalization for full inertial parameter estimation was initially introduced in [3].

This approach doesn't come without its own limitations, like for example, the impossibility of computing the parameters for the first link and, sometimes even for the second one 43].

Another limitation that needs to be taken into consideration is the use of acceleration, which, most of the time is computed by using a numerical differentiation of the measured velocity. Solutions, that can avoid using torque and acceleration are based on the total energy of a system since it is also affine in the lumped parameters. This approach can also be adopted for the method proposed in this thesis 43 .

Important results for parametric estimation can be found also in the adaptive control field where it has been shown that is not necessary to find a solution that converges to the real parameters in order to control a system. Results that contain guarantees for reaching objectives without converging to the true parameters can be found in [2].

When one has to take into consideration the sensor measurements errors as well, the result of the linear least squares system identification, though correct from a mathematical point of view, might not end up being physically plausible (e.g. inertia must be positive definite, mass must be positive, etc.)

A way to deal with this problem is to add supplementary constraints for parameters as part of the estimation for the result to become feasible 44] 45]. Another approach is to plan for the trajectory that minimizes the error induced by noise [19].

## CHAPTER 3

## Multi-body Screw Theory

### 3.1 Rigid body kinematics

### 3.1.1 Rigid body Configuration

Definition 3.1.1 (Free Vector) A geometric quantity with length and direction.

Remark 3.1.1 Given a reference frame $\{A\}, \vec{v}$ can be moved to a position such that the base of the arrow is at the origin without changing the orientation. The vector $\vec{v}$ can be represented by its coordinates ${ }^{A} v$ in the reference frame $\{A\}$
Remark 3.1.2 $\vec{v}$ denotes the physical quantity while ${ }^{A} v$ denotes the coordinates with respect to $\{A\}$

Definition 3.1.2 (Point representation) A point $p$ is represented by a vector with respect to the origin of a reference frame.

Remark 3.1.3 ${ }^{A} p$ denotes the coordinates of a point $p$ w.r.t. frame $\{A\}$ Fig. 3.1

Definition 3.1.3 (Cross product) Cross product of $a \in \mathbb{R}^{3}, b \in \mathbb{R}^{3}$ is defined as: Eq. 3.1.

$$
a \times b=\left[\begin{array}{l}
a_{2} \cdot b_{3}-a_{3} \cdot b_{2}  \tag{3.1}\\
a_{3} \cdot b_{1}-a_{1} \cdot b_{3} \\
a_{1} \cdot b_{2}-a_{2} \cdot b_{1}
\end{array}\right]
$$

with the following properties:


Figure 3.1: Point vs. Vector in different reference frames

- $\|a \times b\|=\|a\| \cdot\|b\| \cdot \sin (\theta)$
- $a \times b=-b \times a$
- $a \times a=0$

Definition 3.1.4 (Skew symmetric representation) Cross product can be interpreted as a linear transformation, $a \times b=[a] \cdot b$ where:

$$
\left.[a] \triangleq \begin{array}{ccc}
0 & -a_{3} & a_{2}  \tag{3.2}\\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right]
$$

with the following properties:

- $[a]=-[a]^{T}$
- $[a] \cdot[b]=[a \times b]$ (Jacobi's identity)
- $a=\left[\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right] \Longleftrightarrow[a]$

Definition 3.1.5 (Reference frame) 3 coordinates, unit length, vectors $\hat{x}, \hat{y}, \hat{z}$ and fixed origin with the following properties:

- $\hat{x}, \hat{y}, \hat{z}$ mutually orthogonal vectors
- $\hat{x} \times \hat{y}=\hat{z}$ right hand rule

Definition 3.1.6 (Rotation matrix) $R$ is a rotation matrix if is a matrix that specifies the orientation of one frame, e.g. $\{B\}$-frame, relative to another frame, e.g.: $\{A\}$-frame: Eq. 3.3.

$$
{ }^{A} R_{B}=\left[\begin{array}{lll}
{ }^{A} \hat{x}_{B} & { }^{A} \hat{y}_{B} & \left.{ }^{A} \hat{z}_{B}\right] \tag{3.3}
\end{array}\right.
$$

where $R$ satisfies the Spatial Orthogonal Group properties: Eq. 3.4.

$$
\begin{equation*}
S O(3)=\left\{R \in \mathbb{R}^{3 \times 3}: R^{T} \cdot R=I, \operatorname{det}(R)=1\right\} \tag{3.4}
\end{equation*}
$$

Remark 3.1.4 Another interpretation of 3.1.6 is that ${ }^{A} R_{B}$ represents the change of reference frame from $\{B\}$-frame to $\{A\}$-frame for a given vector $\vec{v}$ : Eq. 3.5 .

$$
\begin{equation*}
{ }^{A} v={ }^{A} R_{B} \cdot{ }^{B} v \tag{3.5}
\end{equation*}
$$

Definition 3.1.7 (Rigid body transformation) Given two coordinate frames $\{A\}$-frame and $\{B\}$-frame, the configuration of $B$ relative to $A$ is determined by: ${ }^{A} R_{B}$, the rotation matrix from $\{B\}$-frame to $\{A\}$-frame and ${ }^{A} O_{b}$, a point that represents the origin of $\{B\}$-frame expressed in $\{A\}$-frame: Fig. 3.2.


Figure 3.2: Rigid body configuration

Remark 3.1.5 (Rigid transformation of a vector) Given a vector (free vector ) $\vec{r}$, its coordinates ${ }^{A} r$ and ${ }^{B} r$ in $\{A\}$-frame and $\{B\}$-frame are related by the liner transformation $E q$. 3.6.

$$
\begin{equation*}
{ }^{A} r={ }^{A} R_{B} \cdot{ }^{B} r \tag{3.6}
\end{equation*}
$$

Remark 3.1.6 (Rigid body transformation of points) Given a point p, its coordinates ${ }^{A} p$ and ${ }^{B} p$ are related by the affine transformation Eq. 3.7.

$$
\begin{equation*}
{ }^{A} p={ }^{A} o_{B}+{ }^{A} R_{B} \cdot{ }^{A} p \tag{3.7}
\end{equation*}
$$

Proof:
From Fig. 3.3 we have the coordinate free equlity: Eq. 3.8

$$
\begin{align*}
& o_{\vec{A} p}=o_{A} \overrightarrow{O_{B}}+o_{\vec{B}} p  \tag{3.8}\\
& \text { And by using }\{A\} \text {-frame we get: } \\
& { }^{A}\left(o_{\vec{A}} p\right)={ }^{A} p \\
& { }^{A}\left(o_{A} \overrightarrow{O_{B}}\right)={ }^{A} O_{B} \\
& { }^{A}\left(o_{B} p\right)={ }^{A} R_{B} \cdot{ }^{B} p
\end{align*}
$$



Figure 3.3: Rigid transformation

Definition 3.1.8 (Homogeneous Transformation) For any affine transformation 3.7 there exist a corresponding linear transformation build using a homogeneous transformation matrix ${ }^{A} T_{B} \in \mathbb{R}^{4}:$ Eq. 3.9.

$$
{ }^{A} T_{B}=\left[\begin{array}{cc}
{ }^{A} R_{B} & { }^{A} o_{B}  \tag{3.9}\\
0 & 1
\end{array}\right]
$$

Definition 3.1.9 (Homogeneous coordinates for points) Given a point $p \in$ $\mathbb{R}^{3}$, its homogeneous coordinates is given by Eq. 3.10.

$$
\tilde{p}=\left[\begin{array}{l}
p  \tag{3.10}\\
1
\end{array}\right]
$$

and it's corresponding linear transformations is: ${ }^{A} \tilde{p}={ }^{A} T_{B} .{ }^{B} \tilde{p}$
Remark 3.1.7 (Homogeneous coordinates for vectors) Given a vector $v \in$ $\mathbb{R}^{3}$, its corresponding homogeneous coordinates are given by the Eq 3.11.

$$
\tilde{v}=\left[\begin{array}{l}
v  \tag{3.11}\\
0
\end{array}\right]
$$

since $\tilde{v}=\tilde{p}_{1}-\tilde{p}_{2}\left(\right.$ where $\tilde{p}_{i} \in \mathbb{R}^{4}$ is a point $)$. Hence, $\tilde{v}_{4}=0$.

### 3.1.2 Rigid body Spatial Velocity (Twist)

Definition 3.1.10 (Linear velocity) Given a rigid body, with angular velocity $\omega$ (free vector) and suppose the actual rotation axis passes through a point $p$ for which the velocity is $v_{p}$, Fig. 3.4, one can compute the velocity for any body-fixed point $q$ (a point that is rigidly attached to the body and moves with the body) as follows: Eq. 3.12.

$$
\begin{equation*}
v_{q}=v_{p}+\omega \times(\overrightarrow{p q}) \tag{3.12}
\end{equation*}
$$



Figure 3.4: Linear velocity

Remark 3.1.8 Given that a rigid body is characterized by an infinite number of points, each of them with different velocities, the Eq. 3.12 introduces a unique parameterization of the velocity of an arbitrary body-fix point $q$ which depends only on $\left(\omega, v_{p}, p\right)$.

Remark 3.1.9 The Eq. 3.12 is coordinate free.
Definition 3.1.11 (Generalization of Definition: 3.1.10) Given Fig. 3.5, and an arbitrary point $r$ in space, where:

- $r$ might not be on the rotation axis
- r may be a stationary point in space
- $v_{r}$ be the velocity of the body-fixed point that currently coincides with $r$
we still have Eq. 3.13.

$$
\begin{equation*}
v_{q}=v_{r}+\omega \times(\overrightarrow{r q}) \tag{3.13}
\end{equation*}
$$

since:

$$
\begin{aligned}
\vec{r}_{r} & =\vec{v}_{p}+\vec{\omega} \times(\overrightarrow{p r}) \\
\vec{v}_{q} & =\vec{v}_{p}+\vec{\omega} \times(\overrightarrow{p q}) \\
& =\vec{v}_{r}-\vec{\omega} \times(\overrightarrow{p r})+\omega \times(\overrightarrow{p q}) \\
& =\vec{v}_{r}+\omega \times(\overrightarrow{p q}-\overrightarrow{p r}) \\
& =\vec{v}_{r}+\vec{\omega} \times(\overrightarrow{r q})
\end{aligned}
$$

Remark 3.1.10 Using Definition 3.1.11, the body can be regarded as translating with linear velocity $v_{r}$ while rotating with angular velocity $\omega$ about an axis passing through $r$.

Definition 3.1.12 (Spatial Velocity ( Twist ) - coordinates free) We define the Spatial velocity as the free vector $\mathcal{V}_{r}=\left(\omega, v_{r}\right) \in \mathbb{R}^{6}$ where:


Figure 3.5: Linear velocity generalization

- $\omega$ is the angular velocity
- $v_{r}$ is the velocity of the body-fixed point that currently coincides with $r$
- for any other body-fixed point q, its velocity is:

$$
v_{q}=v_{r}+\omega \times \overrightarrow{r q}
$$

Remark 3.1.11 Twist is a physical quantity, just like linear or angular velocity and it can be represented in any frame for any chosen reference point $r$.

Remark 3.1.12 We can end up with the same conclusion for twists $\mathcal{V}_{r}=$ $\left(\omega, v_{r}\right)$ as the one introduced in remark: 3.1.10.

Remark 3.1.13 For coordinates representation of twists reference a frame must be chosen.

Definition 3.1.13 (Spatial Velocity reference frame representation) Given a frame $\{O\}$ and a spatial velocity $\mathcal{V} \in \mathbb{R}^{6}$, w.l.o.g. one can choose o, the origin of $\{O\}$-frame as the reference point to represent the rigid body velocity Fig. 3.6. Then, the coordinates for $\mathcal{V}$ in $\{O\}$-frame is Eq. 3.14.

$$
\begin{equation*}
{ }^{O} \mathcal{V}_{o}=\left({ }^{O} \omega,{ }^{O} v_{o}\right) \tag{3.14}
\end{equation*}
$$

If not specified otherwise, one should assume the origin of the frame used as the reference point Eq. 3.15 .

$$
\begin{equation*}
{ }^{O} \mathcal{V}={ }^{O} \mathcal{V}_{o} \tag{3.15}
\end{equation*}
$$

Definition 3.1.14 (Change Reference Frames for Twists) Given a twist $\mathcal{V}$, let ${ }^{A} \mathcal{V}$ and ${ }^{B} \mathcal{V}$ be their coordinates in $\{A\}$-frame and $\{B\}$-frame Eq. 3.16.

$$
{ }^{A} \mathcal{V}=\left[\begin{array}{c}
{ }^{A} \omega  \tag{3.16}\\
{ }^{A} v_{A}
\end{array}\right],{ }^{B} \mathcal{V}=\left[\begin{array}{c}
{ }^{B} \omega \\
{ }^{B} v_{B}
\end{array}\right]
$$

They are connected by Eq 3.17


Figure 3.6: Spatial Velocity in reference frame

$$
\begin{equation*}
{ }^{A} \mathcal{V}={ }^{A} X_{B} \cdot{ }^{B} \mathcal{V} \tag{3.17}
\end{equation*}
$$

Where ${ }^{A} X_{B} \in \mathbb{R}^{6 \times 6}$ is defined as $E q$. 3.18.

$$
{ }^{A} X_{B}=\left[A d_{T}\right] \triangleq \triangleq\left[\begin{array}{cc}
{ }^{A} R_{B} & 0  \tag{3.18}\\
{\left[{ }^{A} o_{B}\right] \cdot{ }^{A} R_{B}} & { }^{A} R_{B}
\end{array}\right]
$$

Where $R$ is the rotation matrix, $\left[{ }^{A} O_{B}\right]$ is the skew-symmetric matrix representation of the origin of the $\{B\}$-frame expressed in frame $\{A\}$ and $\left[A d_{T}\right]$ is the Adjoint operator for the configuration transformation $T=(R, p)$ Eq. 3.9 .

## Proof:

${ }^{A} \omega$ and ${ }^{B} \omega$ are connected through Eq. 3.19 since $\omega$ is a free vector.

$$
\begin{equation*}
{ }^{A} \omega={ }^{A} R_{B} \cdot{ }^{B} \omega \tag{3.19}
\end{equation*}
$$

For ${ }^{A} v_{A}\left({ }^{A} v_{o_{A}}\right.$, the velocity of the body-fixed point that currently coincides with the origin of $\{A\}$-frame, $\left.o_{A}\right)$ and ${ }^{B} v_{B}\left({ }^{B} v_{o_{B}}\right.$, Velocity of the body-fixed point that currently coincides with the origin of $\{B\}$-frame, $o_{B}$ ) are connected through Eq. 3.20.

Coordinate free:

$$
v_{A}=v_{B}+\omega \times\left(\vec{o}_{B}\right)
$$

By using $\{A\}$-frame we get:

$$
\begin{align*}
{ }^{A} v_{A} & ={ }^{A} v_{B}+{ }^{A} \omega \times{ }^{A}\left(\stackrel{\rightharpoonup}{o_{B} O_{A}}\right), \quad{ }^{A}\left(-o_{A} O_{B}\right)=-{ }^{A} o_{B} \\
& ={ }^{A} R_{B} \cdot{ }^{B} v_{o_{B}}+\left({ }^{A} R_{B} \cdot{ }^{B} \omega\right) \times\left(-{ }^{A} o_{B}\right) \\
& ={ }^{A} R_{B} \cdot{ }^{B} v_{o_{B}}+\left({ }^{A} o_{B}\right) \times\left({ }^{A} R_{B} \cdot{ }^{B} \omega\right) \\
& ={ }^{A} R_{B} \cdot{ }^{B} v_{o_{B}}+\left[{ }^{A} o_{B}\right] \cdot\left({ }^{A} R_{B} \cdot{ }^{B} \omega\right) \tag{3.20}
\end{align*}
$$

By putting together Eq. 3.19 and Eq. 3.20 one ends up with Eq. 3.18.
Remark 3.1.14 The change of coordinates frame for a twist depends only on the configuration of $\{B\}$-frame relative to $\{A\}$-frame.

### 3.1.3 Screw motion

Definition 3.1.15 (Screw motion) Is the process of rotation and translating along an axis of a rigid body, Fig. 3.7, and is represented by the screw axis $\{q, \hat{s}, h\}$ and the rotation speed $\theta$ where:

- $\hat{s}$ : unit vector in the direction of the rotation
- $q$ : any point on the rotation axis
- h: screw pitch which defines the ratio of the linear velocity along the screw axis to the angular velocity about the screw axis
- $\dot{\theta}$ : rotation speed


Figure 3.7: Screw motion 31]

Theorem 3.1.1 (Chasles' theorem) Every rigid body motion can be realized by a screw motion.

Definition 3.1.16 (From Screw Motion to Twist) Consider a rigid body under a screw motion with screw axis $\{\hat{s}, h, q\}$ and (rotation) speed $\dot{\theta}$, Fig. 3.8. By fixing a reference frame $\{A\}$ with origin $o_{A}$ we find the corresponding twist ${ }^{A} \mathcal{V}=\left({ }^{A} \omega,{ }^{A} v_{o_{A}}\right)$ as follows:

The ${ }^{A} \omega$ can be directly computed using Eq. 3.21.

$$
\begin{equation*}
{ }^{A} \omega={ }^{A} \hat{s} \cdot \dot{\theta} \tag{3.21}
\end{equation*}
$$

For ${ }^{A} v_{o_{A}}$, by picking $q$ as a reference point, we get the coordinate-free relation Eq. 3.22. The corresponding result in $\{A\}$-frame is Eq. 3.23.

$$
\begin{align*}
v_{o_{A}} & =v_{q}+\omega \times\left(q \vec{o}_{A}\right) \\
& =(h \cdot \dot{\theta}) \cdot \hat{s}+\omega \times\left(q \vec{o}_{A}\right) \tag{3.22}
\end{align*}
$$

$$
\begin{align*}
{ }^{A} v_{o_{A}} & =(h \cdot \dot{\theta}) \cdot{ }^{A} \hat{s}+{ }^{A} \omega \times\left(-{ }^{\vec{A}} q\right) \\
& ={ }^{A} \hat{s} \cdot(h \cdot \dot{\theta})+{ }^{A} q \times{ }^{A} \omega \\
& ={ }^{A} \hat{s} \cdot(h \cdot \dot{\theta})+{ }^{A} q \times\left({ }^{A} \hat{s} \cdot \dot{\theta}\right) \tag{3.23}
\end{align*}
$$



Figure 3.8: From Screw Motion to Twist

Remark 3.1.15 The result holds as long as all the vectors and the twist are represented in the same reference frame.

Definition 3.1.17 (From Twist to Screw Motion) Given any twist $\mathcal{V}=$ $(\omega, v)$ we compute the corresponding screw motion by finding $\{q, \hat{s}, h\}$ and $\theta$ as fallows:

- if $\omega=0$, then it is a pure translation $(h=\infty)$ :

$$
\hat{s}=\frac{v}{\|v\|}, \quad \dot{\theta}, \quad h=\infty, \quad q \text { can be arbitrary selected }
$$

$$
\text { Then we get: } \mathcal{V}=\mathcal{S} \cdot \dot{\theta}=\left[\begin{array}{c}
0 \\
\frac{v}{\|v\|}
\end{array}\right] \cdot\|v\|
$$

- if $\omega \neq 0$ :

$$
\hat{s}=\frac{\omega}{\|\omega\|}, \quad \dot{\theta}=\|\omega\|, \quad q=\frac{\omega \times v}{\|\omega\|^{2}}, \quad h=\frac{\omega^{T} \cdot v}{\|\omega\|}
$$

If $v=0$ (no translation) then $q=0$ and $h=0$ we get: $\mathcal{V}=\mathcal{S} \cdot \dot{\theta}=\left[\begin{array}{c}\frac{\omega}{\|\omega\|} \\ 0\end{array}\right] \cdot\|\omega\|$ Otherwise (general case): $\mathcal{V}=\mathcal{S} \cdot \dot{\theta}=\left[\begin{array}{c}\frac{\omega}{\|\omega\|} \\ \frac{v}{\|\omega\|}\end{array}\right] \cdot\|\omega\|$

Remark 3.1.16 The main goal of the Screw motion is to generalize twists Eq. 3.14 to a structure that resembles the angular velocity, $\omega$ operator. An angular velocity vector $\omega$ can be viewed as $\hat{\omega} \cdot \dot{\theta}$, where $\hat{\omega}$ is the unit rotation axis and $\dot{\theta}$ is the rate of rotation about that axis. Similarly, a twist (spatial velocity) $\mathcal{V}$ can be interpreted in terms of a screw axis $\hat{S}=\{s, \hat{h}, q\}$ and a velocity $\dot{\theta}$ about the screw axis. With a slight abuse of notation, we will often write its twist as Eq. 3.24. In this notation, we think of $\hat{S}$ as the twist associated with a unit speed motion along the screw axis $\{\hat{s}, h, q\}$.

$$
\begin{equation*}
\mathcal{V}=\hat{S} \cdot \dot{\theta} \tag{3.24}
\end{equation*}
$$

### 3.1.4 Operator View of Rigid-Body Transformation

Definition 3.1.18 (Rotation Operation via Differential Equation) Given a point initially located at $p_{0}$ at time $t=0$, rotating the point with unit angular velocity $\hat{\omega}$, for which the rotation axis is passing through the origin, one will end up with a motion described by Eq. 3.25 as a solution of a linear ODE. After $t=\theta$, the point has been rotated by $\theta$ degree $p(t=\theta)=e^{[\hat{\omega}] \cdot \theta} \cdot p_{0}$ Fig. 3.9.

$$
\begin{align*}
& \dot{p}(t)=\hat{\omega} \times p(t)=[\hat{\omega}] \cdot p(t), \text { with: } p(0)=p_{0} \\
& p(t)=e^{[\omega] \cdot t} \cdot p_{0} \tag{3.25}
\end{align*}
$$



Figure 3.9: Rotation Operation via Differential Equation

Remark 3.1.17 One can view Eq. 3.26 as a rotation operator that rotates a point about $\hat{\omega}$ through $\theta$ degree.

$$
\begin{equation*}
\operatorname{Rot}(\hat{\omega}, \theta) \triangleq e^{[\hat{\omega}] \cdot \theta} \tag{3.26}
\end{equation*}
$$

Theorem 3.1.2 (Rotation matrix, Rotation Operator equivalence) Every rotation matrix $R$ can be written as $R=\operatorname{Rot}(\hat{\omega}, \theta)$ (represents a rotation operator about $\omega$ by $\theta$ ). Any matrix of the form $e^{[\hat{\omega}] \cdot \theta}$ is part of $S O(3)$.

## Proof:

Based on checking the Spatial Orthogonal Group, 3.4 properties:

$$
\begin{align*}
\left(e^{[\hat{\omega}] \cdot \theta}\right)^{T} & =\left(I+[\hat{\omega}] \cdot \theta+\frac{[\hat{\omega}]^{2} \cdot \theta^{2}}{2!}+\ldots\right)^{T} \\
& =\sum_{j=0}^{\infty}\left(\frac{\left([\hat{\omega}]^{T} \cdot \theta\right)^{j}}{j!}\right) \\
& =e^{-[\hat{\omega}] \cdot \theta}  \tag{3.27}\\
e^{A} \cdot e^{-A} & =I \tag{3.28}
\end{align*}
$$

From Eq. 3.27 and Eq. 3.28 we end up with the following result Eq. 3.29 (the transpose is the inverse).

$$
\begin{equation*}
\left(e^{[\hat{\omega}] \cdot \theta}\right)^{T} \cdot e^{[\hat{\omega}] \cdot \theta}=I \tag{3.29}
\end{equation*}
$$

Also, since $e^{[\hat{\omega}] \cdot 0}=I \Longrightarrow \operatorname{det}(I)=1$ and because of the continuity of the function in terms of $\theta$, the $E q .3 .30$ is true for any $\omega$.

$$
\begin{equation*}
\operatorname{det}\left(e^{[\hat{\omega}] \cdot \theta}\right)=1 \tag{3.30}
\end{equation*}
$$

Definition 3.1.19 (so(3) set) We define the set of so(3) matrices as 3.31

$$
\begin{equation*}
s o(3) \triangleq\left\{\mathcal{S} \in \mathbb{R}^{3 \times 3}: \mathcal{S}^{T}=-\mathcal{S}\right\} \tag{3.31}
\end{equation*}
$$

Remark 3.1.18 (The dual interpretation of rotation) Given a rotation matrix, $R$, and the equality $q=R \cdot p$ one can interpret the result as:

- changing reference frame, where one has 2 frames, $\{A\},\{B\}$, and one fizical point $a$. $R$ represents the orientation of $B$ relative to $A$ while $p={ }^{B} a$ and $q={ }^{A} a$. Hence, $q=A \cdot p \Longleftrightarrow{ }^{A} a={ }^{A} R_{B} \cdot{ }^{B} a$.
- applying the rotation operator, where one has 1 frame and 2 points: $a \xrightarrow{\text { Rot() }}$ $a^{\prime}, p={ }^{A} a, q={ }^{A} a^{\prime}$.

Remark 3.1.19 (Rotation Operator applied to Reference Frame) One can extend Remark 3.1.18 to frames as well.

- Change of reference frame interpretation: Given a "frame object" $R_{A}$ the representation of this "object frame" between 2 frames $\{B\}$ and $\{O\}$ is given by the equation: ${ }^{O} R_{A}={ }^{O} R_{B} \cdot{ }^{B} R_{A}$.
- Operator interpretation: Given 2 "frames objects" defined using the same reference frame one can relate them as follows: ${ }^{O} R_{A}^{\prime}=R \cdot{ }^{O} R_{A}$ where $R$ is the operator: $\operatorname{Rot}(\hat{\omega}, \theta)$.

Definition 3.1.20 (Rotation matrix properties) Given a matrix $R \in S O(3)$, $R$ has the following properties:

1. $R^{T} \cdot R=I$
2. $R_{1} \cdot R_{2} \in S O(3)$ if $R_{1}, R_{2} \in S O(3)$
3. $\|R \cdot p-R \cdot q\|=\|p-q\|$
4. $R \cdot(v \times w)=(R \cdot v) \times(R \cdot w)$
5. $R \cdot[w] \cdot R^{T}=[R \cdot w]$

Proof:

1. Proven directly by using $S O(3)$ group definition.
2. Directly proven by using the fact that $S O(3)$ group is closed under multiplication.
3. Rotation operation preserves the distance.

$$
\|R \cdot p-R \cdot q\|=\|R \cdot(p-q)\|^{2}=(p-q)^{T} \cdot R^{T} \cdot R \cdot(p-q) \stackrel{\text { by prop. }}{=}\|p-q\|
$$

4. Rotation operation preserves the orientation between 2 vectors after rotation.

$$
\begin{aligned}
&(R \cdot v) \times(R \cdot w)=[R \cdot v] \cdot(R \cdot w) \\
& \stackrel{\text { by prop. }}{ } \quad{ }^{5} R \cdot[v] \cdot R^{T} \cdot(R \cdot w) \\
&=R \cdot[v] \cdot w \\
&=R \cdot(v \times w)
\end{aligned}
$$

5. For $\forall u \in \mathbb{R}^{n}$ we have:

$$
\begin{aligned}
{[R \cdot w] \cdot u } & =(R \cdot w) \times u \\
& =(R \cdot w) \times\left(R \times R^{T} \times u\right) \\
& =R \cdot\left(w \times R^{T} \cdot u\right) \\
& =R \cdot[w] \cdot R^{T} \cdot u
\end{aligned}
$$

Remark 3.1.20 Given $\{A\}$-frame and $\{B\}$-frame, the numerical values of the operator $\operatorname{Rot}(\hat{\omega}, \theta)$ depend on both, the reference frame to represent $\hat{\omega}$ as well as the reference frame to represent the operator itself.

Definition 3.1.21 (Rotation operator in Different Frames) Consider a rotation axis $\hat{\omega}$, with $\{A\}$-frame coordinates, ${ }^{A} \hat{\omega}$ and $\{B\}$-frame coordinates, ${ }^{B} \hat{\omega}$ connected by the Eq. 3.32. Also, let ${ }^{B} \operatorname{Rot}\left({ }^{B} \hat{\omega}, \theta\right)$ and ${ }^{A} \operatorname{Rot}\left({ }^{A} \hat{\omega}, \theta\right)$ be the two rotation matrices representing the same rotation operator $\operatorname{Rot}(\hat{\omega})$ in $\{A\}$-frame and respectively $\{B\}$-frame.

$$
\begin{equation*}
{ }^{A} \hat{\omega}={ }^{A} R_{B} \cdot{ }^{B} \hat{\omega} \tag{3.32}
\end{equation*}
$$

Then we have the relation Eq. 3.33.

$$
\begin{equation*}
{ }^{A} \operatorname{Rot}\left({ }^{A} \hat{\omega}, \theta\right)={ }^{A} R_{B} \cdot{ }^{B} \operatorname{Rot}\left({ }^{B} \hat{\omega}, \theta\right) \cdot{ }^{B} R_{A} \tag{3.33}
\end{equation*}
$$

Proof Approach 1:
We consider 2 points $p \xrightarrow{\operatorname{Rot}(\hat{\omega}, \theta)} p^{\prime}$ (operator view, one reference frame, 2 points) then, by using $\{A\}$-frame we have:

$$
\begin{aligned}
{ }^{A} p^{\prime} & ={ }^{A} \operatorname{Rot}\left({ }^{A} \hat{\omega}, \theta\right) \cdot{ }^{A} p \quad(\text { using }\{A\}-\text { frame }) \\
{ }^{B} p^{\prime} & ={ }^{B} \operatorname{Rot}\left({ }^{B} \hat{\omega}, \theta\right) \cdot{ }^{B} p \quad(\text { using }\{B\}-\text { frame }) \\
{ }^{A} R_{B} \cdot{ }^{B} p^{\prime} & ={ }^{A} R_{B} \cdot{ }^{B} \operatorname{Rot}\left({ }^{B} \hat{\omega}, \theta\right) \cdot{ }^{B} p \\
{ }^{A} p^{\prime} & ={ }^{A} R_{B} \cdot{ }^{B} \operatorname{Rot}\left({ }^{B} \hat{\omega}, \theta\right) \cdot{ }^{B} R_{A} \cdot{ }^{A} p \\
{ }^{A} \operatorname{Rot}\left({ }^{A} \hat{\omega}, \theta\right) & ={ }^{A} R_{B} \cdot{ }^{B} \operatorname{Rot}\left({ }^{B} \hat{\omega}, \theta\right) \cdot{ }^{B} R_{A}
\end{aligned}
$$

Proof Approach 2:

By using the property 5 (3.1.20) we have:

$$
\begin{align*}
\operatorname{Rot}\left({ }^{A} \hat{\omega}, \theta\right) & =e^{\left[{ }^{A} \hat{\omega}\right] \cdot \theta} \\
& =e^{\left[{ }^{A} R_{B} \cdot{ }^{B} \hat{\omega}\right] \cdot \theta} \\
& =e^{A} R_{B} \cdot\left[^{B} \hat{\omega}\right] \cdot{ }^{A} R_{B}^{T} \cdot \theta  \tag{3.34}\\
e^{P \cdot A \cdot P^{-1}} & =P \cdot e^{A} \cdot P^{-1}  \tag{3.35}\\
\left({ }^{A} R_{B}\right)^{T} & =\left({ }^{A} R_{B}\right)^{-1} \tag{3.36}
\end{align*}
$$

From: | 3.34 | 3.36 | 3.35 |
| :--- | :--- | :--- |

$$
\left.\Longrightarrow \operatorname{Rot}\left({ }^{A} \hat{\omega}, \theta\right)={ }^{A} R_{B} \cdot e^{[B} \hat{\omega}\right] \cdot \theta \cdot{ }^{B} R_{A}
$$

Remark 3.1.21 (Rigid-body Operation via Differential Equation) By extending the Rotation Operator via Differential Equation to rigid body transformations one can obtain a similar ODE characterization for $T \in S E(3)$ which leads to exponential coordinates.

Definition 3.1.22 (Rigid-body Operation via Differential Equation) Consider a point $p$ that undergoes a screw motion with screw axis $\mathcal{S}$ and unit speed $(\dot{\theta}=1)$. Let the corresponding twist be $\mathcal{V}=\mathcal{S}=(\omega, v)$ Fig. 3.10. The motion can be described by the following ODE:

$$
\begin{align*}
& \dot{p(t)}=\omega \times p(t)+v \in \mathbb{R}^{3} \Longrightarrow\left[\begin{array}{c}
p(t) \\
0
\end{array}\right]=\left[\begin{array}{cc}
{[\omega]} & v \\
0 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
p(t) \\
1
\end{array}\right] \in \mathbb{R}^{4}  \tag{3.37}\\
& \text { Where we define: } p \tilde{(t)}=\left[\begin{array}{c}
p(t) \\
1
\end{array}\right] \in \mathbb{R}^{3} \tag{3.38}
\end{align*}
$$

And it has the following solution in homogeneous coordinates Eq. 3.39

$$
\left[\begin{array}{c}
p(t)  \tag{3.39}\\
1
\end{array}\right]=e^{\left(\left[\begin{array}{cc}
{[\omega]} & v \\
0 & 0
\end{array}\right] \cdot t\right)} \cdot\left[\begin{array}{c}
p(0) \\
1
\end{array}\right]
$$

Definition 3.1.23 (Matrix representation of a twist) Given a twist $\mathcal{V}=$ $(\omega, v)$, let $[\mathcal{V}] \in \mathbb{R}^{4}$ be its matrix representation Eq. 3.40

$$
[\mathcal{V}]=\left[\begin{array}{cc}
{[\omega]} & v  \tag{3.40}\\
0 & 0
\end{array}\right] \in \mathbb{R}^{4 \times 4}
$$

Remark 3.1.22 The Def. 3.1.23 also applies to screw axis $\mathcal{S}$ and in this case, the solution of Eq. 3.39 becomes Eq. 3.41 where, $[\mathcal{S}]$ is of the form Eq. 3.40

$$
\begin{equation*}
p \tilde{p(t)}=e^{[\mathcal{S}] \cdot t} \cdot p \tilde{(0)} \tag{3.41}
\end{equation*}
$$



Figure 3.10: Rigid-body Operation via Differential Equation

Remark 3.1.23 $e^{[\mathcal{S}] \cdot t} \in S E(3)$ is always a valid homogeneous transformation matrix.

Remark 3.1.24 Any $T \in S E(3)$ can be written as $T=e^{[\mathcal{S}] \cdot t}$, i.e., it can be viewed as an operator that moves a point/frame along the screw axis at unit speed for time $t$.

Definition 3.1.24 (se(3) set) Similarly with so(3) 3.1.19, we define se(3) set as Eq. 3.42 where the matrix representation of se(3) is Eq. 3.40.

$$
\begin{equation*}
s e(3)=\left\{([w], v):[w] \in s o(3), v \in \mathbb{R}^{3}\right\} \tag{3.42}
\end{equation*}
$$

Remark 3.1.25 (Homogeneous Transformation as Rigid-body Operator) The operator viewed of a rotation matrix, remark 3.1.18, can be extended to homogeneous transformations as well, by using the screw axes interpretation of twists. W.l.o.g., by considering the "unit velocity" $\mathcal{V}=\mathcal{S}$, the time $t$ from Eq. 3.41 has a similar meaning, with the degrees, as it was for the rotation matrix.

For any homogeneous transformation, $T$, one can find a screw axis, $\mathcal{S}$ s.t. $T=e^{[\mathcal{S}] \cdot \theta}$. This way, one can interpret the transformation $T$ of $\tilde{p}^{\prime}=T \cdot \tilde{p}$ as the "rotation" of p about the screw axis $\mathcal{S}$ by $\theta$ degrees. The same argument can be made for frames as well.

Definition 3.1.25 (Rigid-Body Operator in Different Frames) Generalization of Definition 3.1.21 For a rigid-body operator $T$ represented in another frame (e.g. $\{O\}$ ) than the object (e.g. $\{B\}$ ), one will have to transform the object to the same frame with the operator, apply the operator and then transform back in the initial frame Eq. 3.43 .

$$
\begin{equation*}
{ }^{o} T \Longleftrightarrow T_{B}^{-1} \cdot{ }^{o} T \cdot{ }^{o} T_{B} \tag{3.43}
\end{equation*}
$$

Definition 3.1.26 (Rigid Operation applied on Screw Axis) Considering an arbitrary screw axis $\mathcal{S}$ and suppose the axis has gone through a rigid transformation $T=(R, p)$ and the resulting new screw axis is $\mathcal{S}^{\prime}$, then we have the following relation Eq. 3.44.

$$
\begin{equation*}
\mathcal{S}^{\prime}=\left[A d_{T}\right] \cdot \mathcal{S} \tag{3.44}
\end{equation*}
$$

Proof:
One can consider an arbitrarily frame $\{A\}$, rigidly attached to the screw axes, and the $\{B\}$-frame, obtained after applying the operator $T$.

The coordinates of $\mathcal{S}$ in $\{A\}$ are the same as the coordinates of $\mathcal{S}^{\prime}$ in $\{B\}$ (i.e. ${ }^{A} \mathcal{S}={ }^{B} \mathcal{S}^{\prime}$ ).

Also, we know that for Eq. 3.45, $T={ }^{A} T_{B}$ when $\{A\}$-frame is used.

$$
\begin{equation*}
T_{B}=T \cdot T_{A} \tag{3.45}
\end{equation*}
$$

By multiplying ${ }^{A} X_{B}$ (applying the change of coordinates of twist) to Eq. 3.44 we get:

$$
\begin{align*}
{ }^{A} X_{B} \cdot{ }^{A} \mathcal{S} & ={ }^{A} X_{B} \cdot{ }^{B} \mathcal{S}^{\prime}={ }^{A} \mathcal{S}^{\prime} \\
\Longrightarrow{ }^{A} \mathcal{S}^{\prime} & ={ }^{A} X_{B} \cdot{ }^{A} \mathcal{S} \tag{3.46}
\end{align*}
$$

Remark 3.1.26 ${ }^{A} X_{B}$, from Eq. 3.46 can be interpreted in 2 equivalent ways:

- the transformation between frame $\{B\}$ and $\{A\}$
- the operator inside its corresponding transformation $T$

These proprieties are inherited directly from the dual interpretation of homogeneous transformations to which it corresponds.

### 3.1.5 Exponential coordinate of Rigid Body Configuration

## Definition 3.1.27 (Exponential Coordinate)

For any unit vector $[\hat{\omega}] \in \operatorname{so}(3)$ and any $\theta \in \mathbb{R}$, we have $e^{[\hat{\omega}] \cdot \theta} \in S O(3)$.
For any $R \in S O(3)$, exists $\hat{\omega} \in \mathbb{R}^{3}$ with $\|\hat{\omega}\|=1$ and $\theta \in \mathbb{R}$ s.t. $R=e^{[\hat{\omega}] \cdot \theta}$.
The vector $\hat{\omega} \cdot \theta$ is called the exponential coordinate for $R$.
The exponential coordinates are also called the canonical coordinates of the rotation group $S O(3)$.

## Definition 3.1.28 (Exponential Map)

$$
\begin{equation*}
e^{[\omega] \cdot \theta}=I+\theta \cdot[\omega]+\frac{\theta^{2}}{2!} \cdot[\omega]^{2}+\frac{\theta^{3}}{3!} \cdot[\omega]^{3}+\ldots \tag{3.47}
\end{equation*}
$$

Definition 3.1.29 (Rodrigues' Formula) Given any unit vector $[\hat{\omega}] \in \operatorname{so}(3)$, we have Eq. 3.48

$$
\begin{equation*}
e^{[\hat{\omega}] \cdot \theta}=I+[\hat{\omega}] \cdot \sin (\theta)+[\hat{\omega}]^{2} \cdot(1-\operatorname{cost}(\theta)) \tag{3.48}
\end{equation*}
$$

## Proof:

W.l.o.g. we consider Eq. 3.49. In case this is not true, we normalize it and rescale $\theta$ with its norm.

$$
\begin{equation*}
\|\hat{\omega}\|=1 \tag{3.49}
\end{equation*}
$$

Also, the following equalities are true:

$$
\begin{aligned}
& {[\hat{\omega}]^{2}=-[\hat{\omega}]^{T}} \\
& {[\hat{\omega}]^{3}=-[\hat{\omega}] \quad(\text { using Eq. 3.49) }} \\
& {[\hat{\omega}]^{4}=[\hat{\omega}]^{3} \cdot[\hat{\omega}]=-[\hat{\omega}]^{2}}
\end{aligned}
$$

Then we get:

$$
\begin{aligned}
e^{[\hat{\omega}] \cdot \theta} & =I+\theta \cdot[\hat{\omega}]+\frac{\theta^{2}}{2!} \cdot[\hat{\omega}]^{2}+\frac{\theta^{3}}{3!} \cdot[\hat{\omega}]^{3}+\frac{\theta^{4}}{4!} \cdot[\hat{\omega}]^{4}+\ldots \\
& =I+\underbrace{\left(\theta+\frac{\theta^{3}}{3!}+\frac{\theta^{5}}{5!}+\ldots\right)}_{\sin (\theta)} \cdot[\hat{\omega}]+\underbrace{\left(\frac{\theta^{2}}{2}-\frac{\theta^{4}}{4!}+\frac{\theta^{6}}{6!}+\ldots\right)}_{1-\cos (\theta)} \cdot[\hat{\omega}]^{2}
\end{aligned}
$$

Definition 3.1.30 Given $R \in S O(3)$ the the corresponding $\theta$ and $\omega$ are computed as follows Eq. 3.1 .30

- If $R=I$, the $\theta=0$ and $\hat{\omega}$ is undefined
- If $\operatorname{Tr}(R)=-1$, then $\theta=\pi$ and set $\hat{\omega}$ equal to one of the following:

$$
\frac{1}{\sqrt{2 \cdot\left(1+r_{33}\right)}} \cdot\left[\begin{array}{c}
r_{13} \\
r_{23} \\
1+r_{33}
\end{array}\right], \frac{1}{\sqrt{2 \cdot\left(1+r_{22}\right)}} \cdot\left[\begin{array}{c}
r_{12} \\
1+r_{22} \\
r_{32}
\end{array}\right], \frac{1}{\sqrt{2 \cdot\left(1+r_{11}\right)}} \cdot\left[\begin{array}{c}
1+r_{11} \\
r_{21} \\
r_{31}
\end{array}\right]
$$

- Otherwise, $\theta=\cos ^{-1}\left(\frac{1}{2} \cdot \operatorname{Tr}(R)-1\right) \in[0, \pi)$ and $\left.[\hat{\omega}]=\frac{1}{2 \cdot \sin (\theta}\right) \cdot\left(R-R^{T}\right)$

Definition 3.1.31 (Exponential Map of se(3)) For any twist $\mathcal{V}=(\omega, v)$ and $\theta \in \mathbb{R}$, we have $e^{[\mathcal{V}] \cdot \theta} \in S E(3)$ computed as follows:

- $(\omega=0): e^{[\mathcal{V}] \cdot \theta}=\left[\begin{array}{cc}I & v \cdot \theta \\ 0 & 1\end{array}\right]$
- $(\omega \neq 0)$ without loss of generality one can assume $\|\omega\|=1$ then:

$$
e^{[\mathcal{V}]}=\left[\begin{array}{cc}
e^{[\omega] \cdot \theta} & G(\theta) \cdot v \\
0 & 1
\end{array}\right], \quad G(\theta)=I \cdot \theta+(1-\cos (\theta)) \cdot[\omega]+(\theta-\sin (\theta)) \cdot[\omega]^{2}
$$

Definition 3.1.32 (Log of SE(2)) Given any transformation $T=(R, p) \in$ $S E(3)$, one can always find the twist $\mathcal{S}=(\omega, v)$ and a scalar $\theta$ s.t. Eq3.50

$$
e^{[\mathcal{S}] \cdot \theta}=T=\left[\begin{array}{cc}
R & p  \tag{3.50}\\
0 & 1
\end{array}\right]
$$

which is computed as follows:

- if $R=I$ then $\omega=0, v=\frac{p}{\|p\|}$, and $\theta=\|p\|$
- Otherwise, use matrix logarithm on $S O(3)$ to determine $\omega$ and $\theta$ from $R$. Then $v$ is computed as $v=G^{-1}(\theta) \cdot p$, where Eq. 3.51

$$
\begin{equation*}
G^{-1}(\theta)=\frac{1}{\theta} \cdot I-\frac{1}{2} \cdot[\omega]+\left(\frac{1}{\theta}-\frac{1}{2} \cdot \cos \left(\frac{\theta}{2}\right)\right) \cdot[\omega]^{2} \tag{3.51}
\end{equation*}
$$

### 3.1.6 Instantaneous Velocity of Moving Frame

Definition 3.1.33 (Instantaneous Velocity of Rotating Frame) Given an $\{A\}$-frame with the orientation $R_{A}(t)$ and the velocity $\omega_{A}(t)$, both expressed in $\{O\}$-frame Fig. 3.11. The rate of change of $R_{A}$ w.r.t. time is Eq. 3.52.

$$
\begin{equation*}
\frac{d}{d t} R_{A}(t)=\left[\omega_{A}\right] \cdot R_{A}(t) \Longrightarrow\left[\omega_{A}(t)\right]=\dot{R}_{A}(t) \cdot R_{A}^{-1}(t) \tag{3.52}
\end{equation*}
$$



Figure 3.11: Instantaneous Velocity of Rotating Frame

Proof:

$$
\left.\begin{array}{rl}
{ }^{O} R_{A}(t) & =\left[\begin{array}{lll}
{ }^{O} \hat{x}_{A}(t) & { }^{O} \hat{y}_{A}(t) & O \hat{z}_{A}(t)
\end{array}\right] \\
\Longrightarrow{ }^{O} \dot{R}_{A}(t) & =\left[\begin{array}{lll} 
& { }^{\dot{\hat{x}}_{A}}(t) & O \dot{\hat{y}}_{A}(t)
\end{array}{ }^{O} \dot{\hat{z}}_{A}(t)\right.
\end{array}\right]
$$

Since we know that:

$$
\begin{align*}
\dot{\hat{x}}_{A} & =\omega_{A} \times \hat{x}_{A}=\left[\omega_{A}\right] \cdot \hat{x}_{A} \\
\dot{\hat{y}}_{A} & =\omega_{A} \times \hat{y}_{A}=\left[\omega_{A}\right] \cdot \hat{y}_{A} \\
\dot{\hat{z}}_{A} & =\omega_{A} \times \hat{z}_{A}=\left[\omega_{A}\right] \cdot \hat{z}_{A} \\
\Longrightarrow \dot{R}_{A}=\left[\omega_{A}\right] \cdot R_{A} & \Longrightarrow\left[\omega_{A}\right]=\dot{R}_{A} \cdot R_{A}^{-1}  \tag{3.53}\\
\text { More precisely: }\left[{ }^{O} \omega_{A}\right] & ={ }^{O} \dot{R}_{A} \cdot{ }^{O} R_{A}^{-1}  \tag{3.54}\\
\text { And since: }{ }^{A} \omega_{A} & ={ }^{A} R_{O} \cdot{ }^{O} \omega_{A} \\
{\left[{ }^{A} \omega_{A}\right]=\left[{ }^{A} R_{O} \cdot{ }^{O} \omega_{A}\right] } & \stackrel{\mid 3 \cdot 1.20}{=}{ }^{A} R_{O} \cdot\left[{ }^{O} \omega_{A}\right] \cdot{ }^{A} R_{O}^{T} \\
& ={ }^{A} R_{O} \cdot\left({ }^{O} \dot{R}_{A} \cdot{ }^{O} R_{A}^{-1}\right) \cdot{ }^{O} R_{A} \\
& ={ }^{A} R_{O} \cdot{ }^{O} \dot{R}_{A}={ }^{O} R_{A}^{-1} \cdot{ }^{O} \dot{R}_{A} \\
\Longrightarrow\left[{ }^{A} \omega_{A}\right] & ={ }^{O} R_{A}^{-1} \cdot{ }^{O} \dot{R}_{A} \tag{3.55}
\end{align*}
$$

Clarification:

- ${ }^{A} \omega_{A}$ Is the velocity of $\{A\}$-frame w.r.t. $\{A\}$-frame.
- ${ }^{O} R_{A}$ Is the orientation of frame $A: R_{A}$, expressed in $\{O\}$-frame.

Definition 3.1.34 (Instantaneous Velocity of Moving Frames) Given a moving frame $\{A\}$ with configuration $T_{A}(t)$ and velocity $\mathcal{V}=(\omega, v)$, both expressed in $\{O\}$-frame Fig. 3.12 then, the rate of change of $T_{A}$ w.r.t. time is Eq. 3.56.

$$
\begin{equation*}
\frac{d}{d t} T_{A}(t)=\left[\mathcal{V}_{A}(t)\right] \cdot T_{A}(t) \Longrightarrow\left[\mathcal{V}_{A}(t)\right]=\dot{T}_{A}(t) \cdot T_{A}^{-1}(t) \tag{3.56}
\end{equation*}
$$

Proof:
By using the direction vectors of the $\{A\}$-frame $\hat{x}, \hat{y}, \hat{z}$ as well as the origin point $O_{A}$, all in homogeneous form, we build $T_{A}=\left[\begin{array}{cccc}\tilde{x}_{A} & \tilde{y}_{A} & \tilde{z}_{A} & \tilde{O}_{A}\end{array}\right]$ Fig. 3.13.


Figure 3.12: Instantaneous Velocity of Moving Frame

$$
\begin{align*}
& \hat{x}_{A}=\overrightarrow{O_{A} P_{x}}=P_{x}-O_{A} \\
& \Longrightarrow \dot{x}_{A}=\dot{P}_{x}-\dot{O}_{A}=\left(v_{o}+\omega \times O \vec{P}_{x}\right)-\left(\vec{v}_{o}+\omega \times O \vec{O}_{A}\right) \\
& =\omega \times\left(O \vec{P}_{x}-O \vec{O}_{A}\right)=\omega \times \hat{x}_{A}  \tag{3.57}\\
& \text { And since: } \dot{\hat{x}}_{A}=\left[\begin{array}{c}
\dot{\hat{x}}_{A} \\
0
\end{array}\right] \stackrel{\underline{\underline{3.57}}}{\underline{\tilde{x}_{A}}} \dot{x}_{A}=\left[\begin{array}{cc}
{[\omega]} & v_{o} \\
0 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
\hat{x}_{A} \\
0
\end{array}\right]  \tag{3.58}\\
& \text { Analogous, we get: } \dot{\tilde{y}}_{A}=\left[\begin{array}{cc}
{[\omega]} & v_{o} \\
0 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
\hat{y}_{A} \\
0
\end{array}\right] \text { and } \dot{\tilde{z}}_{A}=\left[\begin{array}{cc}
{[\omega]} & v_{o} \\
0 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
\hat{z}_{A} \\
0
\end{array}\right]  \tag{3.59}\\
& \text { Also: } \dot{\tilde{O}}_{A}=\left[\begin{array}{c}
\dot{O}_{A} \\
0
\end{array}\right]=\left[\begin{array}{c}
v_{o}+\omega \times O_{A} \\
0
\end{array}\right]=\left[\begin{array}{cc}
{[\omega]} & v_{o} \\
0 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
O_{A} \\
1
\end{array}\right]  \tag{3.60}\\
& \stackrel{3.58 / 3.5913 .60}{\Longrightarrow} \dot{T}_{A}=\left[\mathcal{V}_{A}\right] \cdot T_{A} \Longrightarrow\left[\mathcal{V}_{A}\right]=\dot{T}_{A} \cdot T_{A}^{-1}  \tag{3.61}\\
& \Longrightarrow\left[{ }^{A} \mathcal{V}_{A}\right]={ }^{O} T_{A}^{-1} \cdot{ }^{O} \dot{T}_{A} \tag{3.62}
\end{align*}
$$

The proof of Eq. 3.62 is similar to the one from Rotation Frames, Eq. 3.55 .
Clarification:

- ${ }^{A} \mathcal{V}_{A}$ represents the velocity of frame $\{A\}$ relative to frame $\{O\}$ expressed in frame $\{A\}$.


### 3.1.7 Kinematics of Open Chain, Product of Exponential

Definition 3.1.35 (Forward Kinematics) Is the process of calculation of the configuration $T=(R, p)$ of the end-effector frame from joint variables: $\theta=$ $\left(\theta_{1}, \ldots, \theta_{n}\right)$ Fig. 3.14.
Definition 3.1.36 Suppose we have a robot with $n$ joints and $n$ links. Each joint has one degree of freedom represented by joint variable $\theta_{i}$ for $i=1, \ldots n$ where:


Figure 3.13: Moving Frame


Figure 3.14: Forward Kinematics 31

- $\theta_{i}$ : joint angle (revolute joint) or joint displacement (prismatic joint)
- $\{s\}$-frame: fixed frame (also referred as frame $\{0\}$ )
- \{i\}-frame: is attached to link $i$, for $i=1, \ldots n$
- $\{b\}$-frame: frame attached at the end-effector (also referred $\{n+1\}$ frame)
- ${ }^{i} \mathcal{S}_{i}$ : screw axis of joint $i$ expressed in $\{i\}$-frame (also referred as $\mathcal{S}$ expressed in local frame)
- ${ }^{0} \mathcal{S}_{i}$ : screw axis of joint $i$ expressed in fixed frame $\{0\}$ (global frame / $\{s\})$
- $\theta_{1}=0, \ldots, \theta_{n}=0$ : Home position is the configuration where all the joint angles are zero. Other fixed angles can be chosen as the home position.
- ${ }^{0} \overline{\mathcal{S}}_{i}={ }^{0} \mathcal{S}_{i}(0, \ldots, 0)$ : the screw axis of joint $i$ expressed in frame $\{0\}$, when the robot is at the home position.

The computation of ${ }^{b} T_{s}\left(\theta_{1}, \ldots, \theta_{n}\right)$ Fig. 3.15 is done as following:
Step 1: Configuration of end-effector when the robot is at home position

$$
M \triangleq{ }^{b} T_{s}(0, \ldots, 0)
$$

Step 2: Apply all screw motions:

$$
\begin{equation*}
{ }^{b} T_{s}\left(\theta_{1}, \ldots, \theta_{n}\right)=e^{\left[0 \overline{\mathcal{S}}_{1}\right] \cdot \theta_{1}} \cdot e^{\left[0 \overline{\mathcal{S}}_{2}\right] \cdot \theta_{2}} \cdot \ldots e^{\left[0 \overline{\mathcal{S}}_{n}\right] \cdot \theta_{n}} \cdot M \tag{3.63}
\end{equation*}
$$



Figure 3.15: Product of exponentials 31]

Remark 3.1.27 ${ }^{i} \mathcal{S}_{i}$ does not change when the robot moves (i.e. when $\theta$ changes), but ${ }^{0} \mathcal{S}_{i}$ depends on $\theta_{1}, \ldots, \theta_{i}$.

Remark 3.1.28 (Product of exponentials is order independent) The product of exponentials was obtained in Eq. 3.63 by applying the screw motions along screw axes in this order: ${ }^{0} \overline{\mathcal{S}}_{n},{ }^{0} \overline{\mathcal{S}}_{n-1}, \ldots,{ }^{0} \mathcal{S}_{1}$. The same result can be obtained in any different order as well.

Proof:
For simplicity, we assume that $n=2$ Fig. 3.16 . By applying the screw motion, Eq. 3.64, along ${ }^{0} \overline{\mathcal{S}}_{1}$ first we get Eq. 3.65:


Figure 3.16: Product of exponentials, $n=2$

$$
\begin{align*}
T & =e^{\left[{ }^{\left[{ }^{\mathcal{S}_{1}}\right] \cdot \theta_{1}}\right.}  \tag{3.64}\\
{ }^{s} T_{b}(\theta, 0) & =e^{\left[{ }^{[ } \overline{\mathcal{S}}_{1}\right] \cdot \theta_{1}} \cdot M \tag{3.65}
\end{align*}
$$

The screw axes for joint 2 has been changed. The new axes is

$$
\begin{align*}
{ }^{0} \overline{\mathcal{S}}_{2} & \xrightarrow{\left.T=e^{[0} \overline{\mathcal{S}}_{1}\right] \cdot \theta_{1}} 0  \tag{3.66}\\
0 & \mathcal{S}_{2}=\left[A d_{T}\right] \cdot{ }^{0} \overline{\mathcal{S}}_{2}  \tag{3.67}\\
{ }^{0} \mathcal{S}_{2} & ={ }^{0} \mathcal{S}_{2}(\theta, 0) \neq{ }^{0} \overline{\mathcal{S}}_{2}  \tag{3.68}\\
{ }^{s} T_{b}\left(\theta_{1}, \theta_{2}\right) & =e^{\left[{ }^{[ } \mathcal{S}_{2} \neq \overline{\mathcal{S}}_{2}\right] \cdot \theta_{2}} \cdot{ }^{s} T_{b}\left(\theta_{1}, 0\right)
\end{align*}
$$

$$
\begin{align*}
\Longrightarrow{ }^{s} T_{b}\left(\theta_{1}, \theta_{2}\right) & =\left(T \cdot e^{\left[{ }^{0} \overline{\mathcal{S}}_{2}\right] \cdot \theta_{2}} \cdot T^{-1}\right) \cdot\left(e^{\left[0 \bar{S}_{1}\right] \cdot \theta_{1}}\right) \cdot M  \tag{3.71}\\
& =e^{\left[{ }^{0} \overline{\mathcal{S}}_{2}\right]} \cdot e^{\left[{ }^{0} \bar{S}_{1}\right] \cdot \theta_{1}} \cdot M \tag{3.72}
\end{align*}
$$

### 3.1.8 Velocity Kinematics

Definition 3.1.37 (Velocity Kinematics) Is the process of end-effector frame $\{b\}$ velocity computation relative to the joint velocities $\dot{\theta}_{1}, \ldots \dot{\theta}_{n}$ and it depends on how, the velocity of $\{b\}$-frame is represented:

- Twist representation $\Longrightarrow$ Geometric Jacobian
- Local representation of $S E(3) \Longrightarrow$ Analytic Jacobian

Definition 3.1.38 (Geometric Jacobian) Given the end-effector twist $\mathcal{V}=$ $(\omega, v)$, the connection with joint velocities $\dot{\theta}_{1}, \ldots \dot{\theta}_{n}$ is given by $J(\theta):$ Eq. 3.73.

$$
\begin{equation*}
\mathcal{V}=J(\theta) \cdot \dot{\theta}=J_{1}(\theta) \cdot \dot{\theta}_{1}+\ldots+J_{n}(\theta) \cdot \dot{\theta}_{n} \tag{3.73}
\end{equation*}
$$

where the ith column $J_{i}(\theta)$ is the end-effector velocity when the robot is rotating about $\mathcal{S}_{i}$ at unit speed $\dot{\theta}_{i}=1$ while all the other joints do not move (i.e. $\dot{\theta}_{j}=0$ for $j \neq i$ ).

Remark 3.1.29 The column vectors $J_{i}$ of the Geometric Jacobian represents the joint ith screw axis Eq. 3.74 and it depends on $\theta$ as well as the reference frames.

$$
\begin{equation*}
J_{i}(\theta)=\mathcal{S}_{i}(\theta) \tag{3.74}
\end{equation*}
$$

Remark 3.1.30 Each column of the Geometric Jacobian can be represented as:

- ${ }^{i} J_{i}={ }^{i} \mathcal{S}_{i}, \quad i=1, \ldots n$ local coordinate, which makes the corresponding screw axes independent of $\theta$ with the disadvantage of having a Jacobian column matrix in different coordinate frames.
- ${ }^{0} J_{i}(\theta)={ }^{0} X_{i}(\theta) \cdot{ }^{i} \mathcal{S}_{i}, \quad i=1, . . n$ in a selected, fixed frame $\{0\}$
and can be computed, in a systematic way using the following algorithm: Alg. 1.

```
Algorithm 1 Geometric Jacobian Algorithm
Require: \({ }^{0} \overline{\mathcal{S}}_{1}, \ldots,{ }^{0} \overline{\mathcal{S}}_{n}, \theta_{1}, \ldots, \theta_{n}\)
Ensure: \({ }^{0} J(\theta)\)
    \({ }^{0} \mathcal{S}_{1}(\theta)={ }^{0} \overline{\mathcal{S}}_{1} / /={ }^{0} \mathcal{S}_{1}(0)\) (independent of \(\left.\theta\right)\)
    for \(\mathrm{i}=2, \mathrm{n}\) do
        \(\hat{T}\left(\theta_{1}, \ldots, \theta_{i-1}\right)=e^{\left[0 \overline{\mathcal{S}}_{1}\right] \cdot \theta_{1}} \cdot \ldots \cdot e^{\left[0 \overline{\mathcal{S}}_{i-1}\right] \cdot \theta_{i-1}}\)
        \({ }^{0} J_{i}(\theta)=\left[A d_{\hat{T}\left(\theta_{1}, \ldots, \theta_{i-1}\right)}\right] \cdot{ }^{0} \overline{\mathcal{S}}_{i} / /={ }^{0} \mathcal{S}_{i}\)
    end for
```


### 3.1.9 Spatial Acceleration

Definition 3.1.39 (Spatial Acceleration) Given Fig. 3.17, a rigid body with spatial velocity $\mathcal{V}=\left(\omega, v_{o}\right)$, its spatial acceleration is $\mathcal{A}=\lim _{\delta \rightarrow 0} \frac{\mathcal{V}(t+\delta t)-\mathcal{V}(\delta t)}{\delta}=$ $\left[\begin{array}{c}\dot{\omega} \\ \dot{v}_{o}\end{array}\right]$ where:

- $v_{o}$ is the velocity of the body-fixed particle coinciding which the frame origin $o$ at the current time $t$
- $\dot{\omega}$ is an angular acceleration of the body
- $\dot{v}_{o}$ is the acceleration of no body-fixed point but in fact, $\dot{v}_{o}$ gives the rate of change in stream velocity of body-fixed particles passing through point $o$


Figure 3.17: Spatial Acceleration

Remark 3.1.31 Why $\dot{v}_{o}$ is the acceleration of no body-fixed point?
Suppose $q\left(t_{0}\right)$ is the body fixed particle that coincides with point o at time $t_{0}$ then $v_{o}\left(t_{0}\right)=\dot{q}\left(t_{0}\right)$. However, $\dot{v}_{o}\left(t_{0}\right) \neq \ddot{q}\left(t_{0}\right)$, where $\ddot{q}(t)$ is the conventional acceleration of the body-fixed point $q$.

$$
\begin{align*}
& \left.\qquad \begin{array}{l}
\dot{v}_{o}\left(t_{0}\right)
\end{array}\right)=\lim _{\delta \rightarrow 0} \frac{v_{o}\left(t_{0}+\delta t\right)-v_{o}\left(\delta t_{0}\right)}{\delta} \neq \lim _{\delta \rightarrow 0} \frac{\dot{q}\left(t_{0}+\delta\right)-\dot{q}\left(t_{0}\right)}{\delta}=\ddot{q}\left(t_{0}\right) \\
& \text { since }: \\
& \text { at time } t=t_{0}, \quad q\left(t_{0}\right)=0, \quad v_{o}\left(t_{0}\right)=\dot{q}\left(t_{0}\right)  \tag{3.76}\\
& \text { and at time } t=t_{0}+\delta, \quad q_{1}\left(t_{0}+\delta\right)=0, \quad v_{o}\left(t_{0}+\delta\right)=\dot{q}_{1}\left(t_{0}+\delta\right) \neq \dot{q}\left(t_{0}+\delta\right) \tag{3.77}
\end{align*}
$$

Definition 3.1.40 (Computation of $\ddot{q}(t)$ ) For all $t$ holds:

$$
\begin{align*}
& \dot{q}(t)=v_{o}(t)+\omega(t) \times q(t)  \tag{3.78}\\
& \quad \text { then : } \\
& \ddot{q}(t)=\dot{v}_{o}(t)+\dot{\omega}(t) \times q(t)+\omega(t) \times \dot{q}(t) \tag{3.79}
\end{align*}
$$

Remark 3.1.32 If $q(t)$ is the body fixed particle that coincides with o at time $t(q(t)=\overrightarrow{0})$, then we have Eq. 3.80.

$$
\begin{equation*}
\ddot{q}(t)=\dot{v}_{o}(t)+\omega(t) \times \dot{q}(t) \tag{3.80}
\end{equation*}
$$

### 3.1.10 Plücker Coordinate System and Basis Vector

Definition 3.1.41 (Derivatives) Let $r \in \mathbb{R}^{3}$ be a free vector with the coordinates defined in $\{O\}$-frame respectively $\{B\}$-frame (both with the same fixed origin):

$$
\begin{array}{r}
O_{r}=\left[\begin{array}{l}
{ }^{O} r_{x} \\
O_{r} \\
r_{y} \\
{ }^{r_{z}}
\end{array}\right] \in \mathbb{R}^{3} \Longleftrightarrow r=\left[\begin{array}{lll}
\hat{x}_{O} & \hat{y}_{O} & \hat{z}_{O}
\end{array}\right] \cdot{ }^{O_{r}} \\
{ }^{B} r=\left[\begin{array}{l}
{ }^{B} r_{x} \\
{ }^{B} r_{y} \\
{ }^{B} r_{z}
\end{array}\right] \in \mathbb{R}^{3} \Longleftrightarrow r=\left[\begin{array}{lll}
\hat{x}_{B} & \hat{y}_{B} & \hat{z}_{B}
\end{array}\right] \cdot{ }^{B} r \\
\text { Expressing Eq. } \xrightarrow{\underline{3.82}} \text { in }\{O\} \text {-frame } O r=\left[\begin{array}{lll}
{ }^{O} \hat{x}_{B} & { }^{O} \hat{y}_{B} & O_{\hat{z}_{B}}
\end{array}\right] \cdot{ }^{B} r \tag{3.83}
\end{array}
$$

where $\{O\}$-frame is an inertial frame Fig. 3.18 and where the derivatives are defined implicitly w.r.t. the inertial $\{O\}$-frame.


Figure 3.18: Velocity in different frames

$$
\begin{align*}
& \stackrel{\text { From }}{\Longrightarrow}{ }^{\text {Eq. }} 3.81 \text {. } \dot{r}=\left[\begin{array}{lll}
\hat{x}_{O} & \hat{y}_{O} & \hat{z}_{O}
\end{array}\right] . \quad \underbrace{\frac{d}{d t}\left({ }^{O} r\right)}  \tag{3.84}\\
& \triangleq O_{r}^{\circ} \text { (apparent derivative) } \\
& \text { using }\{\underline{\Longrightarrow O\}-f r a m e} O(\dot{r})=\underbrace{\left[\begin{array}{lll}
{ }^{O} \hat{x}_{O} & { }^{O} \hat{y}_{O} & O \hat{z}_{O}
\end{array}\right]}_{I_{3 \times 3}} \cdot \frac{d}{d t}\left({ }^{O} r\right)=\frac{d}{d t}\left({ }^{O} r\right)  \tag{3.85}\\
& \stackrel{\text { From }}{\underline{E q}} \sqrt{3.82} \dot{r}=\left[\begin{array}{lll}
\dot{\hat{x}}_{B} & \dot{\hat{y}}_{B} & \dot{\hat{z}}_{B}
\end{array}\right] \cdot{ }^{B} r+\left[\begin{array}{lll}
\hat{x}_{B} & \hat{y}_{B} & \hat{z}_{B}
\end{array}\right] \cdot \frac{d}{d t}\left({ }^{B} r\right)  \tag{3.86}\\
& =\omega_{B} \times\left[\begin{array}{lll}
\hat{x}_{B} & \hat{y}_{B} & \hat{z}_{B}
\end{array}\right] \cdot{ }^{B} r+\left[\begin{array}{lll}
\hat{x}_{B} & \hat{y}_{B} & \hat{z}_{B}
\end{array}\right] \cdot \frac{d}{d t}\left({ }^{B} r\right)  \tag{3.87}\\
& \text { using } \xrightarrow{\{B\} \text {-frame }}{ }^{B}(\dot{r})=\underbrace{\underbrace{B}_{\text {apparent derivative }} \omega_{B} \times^{B} r}_{\begin{array}{c}
\text { account for coordinates } \\
\text { frame axes is moving }
\end{array}}+\underbrace{\frac{d}{d t}\left({ }^{B} r\right)} \tag{3.88}
\end{align*}
$$

Definition 3.1.42 (Plücker Coordinates) Given $\{B\}$-frame we define $\left\{e_{B_{1}}, e_{B_{2}}, \ldots e_{B_{6}}\right\}$ a 6 -dimensional motion basis vectors that can be used to define coordinate free twists as follows Eq. 3.89.

$$
\begin{equation*}
\mathcal{V}_{b o d y}=\alpha_{1} \cdot e_{B_{1}}+\ldots+\alpha_{6} \cdot e_{B_{6}} \tag{3.89}
\end{equation*}
$$

where:

$$
\left[\begin{array}{llllll}
\alpha_{1} & \alpha_{2} & \alpha_{3} & \alpha_{4} & \alpha_{5} & \alpha_{6} \tag{3.90}
\end{array}\right]^{T}={ }^{B} \mathcal{V}_{b o d y}
$$

$\left[\begin{array}{cccccc}1 & 0 & 0 & 0 & 0 & 0\end{array}\right]^{T}$ means rotation about $\hat{x}_{B}$ at unit speed, $\mathcal{V}=e_{B_{1}}$
$\left[\begin{array}{llllll}0 & 1 & 0 & 0 & 0 & 0\end{array}\right]^{T}$ means rotation about $\hat{y}_{B}$ at unit speed, $\mathcal{V}=e_{B_{2}}$
$\left[\begin{array}{llllll}0 & 0 & 1 & 0 & 0 & 0\end{array}\right]^{T}$ means rotation about $\hat{z}_{B}$ at unit speed, $\mathcal{V}=e_{B_{3}}$
$\left[\begin{array}{llllll}0 & 0 & 0 & 1 & 0 & 0\end{array}\right]^{T}$ means motion along $\hat{x}_{B}$ at unit speed, $\mathcal{V}=e_{B_{4}}$
$\left[\begin{array}{llllll}0 & 0 & 0 & 0 & 1 & 0\end{array}\right]^{T}$ means motion along $\hat{y}_{B}$ at unit speed, $\mathcal{V}=e_{B_{5}}$
$\left[\begin{array}{llllll}0 & 0 & 0 & 0 & 0 & 1\end{array}\right]^{T}$ means motion along $\hat{z}_{B}$ at unit speed, $\mathcal{V}=e_{B_{6}}$

We call $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{6}$ Plücker Coordinates that corresponds to motion basis vector $e_{B_{1}}, e_{B_{2}}, \ldots e_{B_{6}}$.
Remark 3.1.33 By using $\{O\}$-frame to represents a twist we get Eq. 3.97

$$
{ }^{o} \mathcal{V}_{b o d y}=\alpha_{1} \cdot{ }^{O} e_{B_{1}}+\ldots+\alpha_{6} \cdot{ }^{O} e_{B_{6}}=\left[\begin{array}{lll} 
& { }^{O} e_{B_{1}} & \ldots  \tag{3.97}\\
{ }^{O} e_{B_{6}}
\end{array}\right] \cdot{ }^{O} \mathcal{V}_{b o d y}
$$

where:

$$
\left[\begin{array}{lll} 
& { }^{O} e_{B_{1}} & \ldots  \tag{3.98}\\
O_{e_{B_{6}}}
\end{array}\right]={ }^{O} X_{B}=\left[\text { Ado }_{T_{B}}\right]
$$

Definition 3.1.43 (Spatial Acceleration Computation) Given a body twist, the corresponding spatial acceleration is Eq. 3.99.

$$
\mathcal{A}_{b o d y}=\frac{d}{d t}\left(\mathcal{V}_{\text {body }}\right)=\left[\begin{array}{lll}
\dot{e}_{B_{1}} & \ldots & \dot{e}_{B_{6}}
\end{array}\right] \cdot{ }^{B} \mathcal{V}_{b o d y}+\left[\begin{array}{lll}
e_{B_{1}} & \ldots & e_{B_{6}} \tag{3.99}
\end{array}\right] \cdot \frac{d}{d t}\left({ }^{B} \mathcal{V}_{\text {body }}\right)
$$

If $\{B\}$-frame does not change then we get Eq. 3.100 .

$$
\dot{\mathcal{V}}_{\text {body }}=\left[\begin{array}{lll}
e_{B_{1}} & \ldots & e_{B_{6}} \tag{3.100}
\end{array}\right] \cdot{ }^{B} \stackrel{\circ}{\mathcal{V}}_{\text {body }}
$$

otherwise $\left[\begin{array}{lll}\dot{e}_{B_{1}} & \ldots & \dot{e}_{B_{6}}\end{array}\right]$ need to be computed.
Remark 3.1.34 Considering the transformation ${ }^{O} T_{B}=(R, p)$, the corresponding derivative $\left[\begin{array}{lll}\dot{e}_{B_{1}} & \ldots & \dot{e}_{B_{6}}\end{array}\right]$, using $\{O\}$-frame, when $\{B\}$-frame has instantaneous velocity $\mathcal{V}_{B}=\left[\begin{array}{c}\omega \\ v\end{array}\right]$ is:

$$
\begin{align*}
{\left[\begin{array}{lll}
{ }^{O} \dot{e}_{B_{1}} & \ldots & { }^{O} \dot{e}_{B_{6}}
\end{array}\right]={ }^{O} \dot{X}_{B} } & =\frac{d}{d t}\left[A d_{O_{T_{B}}}\right] \\
& =\frac{d}{d t}\left(\left[\begin{array}{cc}
R & 0 \\
{[p] \cdot R} & R
\end{array}\right]\right)=\left[\begin{array}{cc}
\dot{R} & 0 \\
([p] \cdot R)^{\prime} & \dot{R}
\end{array}\right] \\
& =\left[\begin{array}{cc}
{[\omega]} & 0 \\
{[v]} & {[\omega]}
\end{array}\right] \cdot{ }^{o} X_{B} \tag{3.101}
\end{align*}
$$

Proof based on the following identities:

$$
\begin{aligned}
\dot{R} & =\omega \times R \\
\dot{p} & =v+\omega \times p \\
{[R \cdot \omega] } & =R \cdot[\omega] \cdot R^{T} \\
{\left[w_{1} \times w_{2}\right] } & =\left[w_{1}\right] \cdot\left[w_{2}\right]-\left[w_{2}\right] \cdot\left[w_{1}\right]
\end{aligned}
$$

Remark 3.1.35 We define $\left[\mathcal{V}_{B} \times\right]$ as the linear operator that corresponds to cross product induced by the twist $\mathcal{V}_{B}$ Eq. 3.102

$$
\begin{align*}
& {\left[\mathcal{V}_{B} \times\right] \triangleq\left[\begin{array}{cc}
{[\omega]} & 0 \\
{[v]} & {[\omega]}
\end{array}\right]}  \tag{3.102}\\
& \text { s.t. } \\
& O_{\dot{X}_{B}}=\left[\mathcal{V}_{B} \times\right] \cdot{ }^{O} X_{B} \tag{3.103}
\end{align*}
$$

which is similar in construction with angular velocity $\omega$ in Instantaneous Velocity of Rotating Frames 3.1 .34 in Eq. 3.52

$$
\frac{d}{d t} R_{A}(t)=\left[\omega_{A}\right] \cdot R_{A}(t)
$$

Remark 3.1.36 Equation 3.103 is coordinate independent.
Definition 3.1.44 (Spatial Cross Product) Given two spatial velocities, $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$, their spatial cross product, corresponding to linear operator Eq. 3.102 from Eq. 3.103, is Eq. 3.104

$$
\mathcal{V}_{1} \times \mathcal{V}_{2}=\left[\mathcal{V}_{1} \times\right] \cdot \mathcal{V}_{2}=\left[\begin{array}{c}
\omega_{1}  \tag{3.104}\\
v_{1}
\end{array}\right] \times\left[\begin{array}{c}
\omega_{2} \\
v_{2}
\end{array}\right] \triangleq\left[\begin{array}{c}
\omega_{1} \times \omega_{2} \\
\omega_{1} \times v_{2}+v_{1} \times \omega_{2}
\end{array}\right] \in \mathbb{R}^{6}
$$

Definition 3.1.45 (Spatial Cross Product Properties) Assuming $\{A\}$-frame is moving w.r.t. $\{O\}$-frame with velocity $\mathcal{V}_{A}$ then we have the following properties:

$$
\begin{align*}
{ }^{O} \dot{X}_{A} & =\left[{ }^{O} \mathcal{V}_{A} \times\right] \cdot{ }^{O} X_{A}  \tag{3.105}\\
{[X \cdot \mathcal{V} \times] } & =X \cdot[\mathcal{V} \times] \cdot X^{T} \tag{3.106}
\end{align*}
$$

Definition 3.1.46 (Spatial Acceleration with Moving Reference Frame) Considering a body with velocity $\mathcal{V}_{\text {body }}$ (w.r.t. inertial frame), and ${ }^{O} \mathcal{V}_{\text {body }}$ and ${ }^{B} \mathcal{V}_{\text {body }}$ be its Plücker coordinates w.r.t. $\{O\}$ and $\{B\}$ then the Eq. 3.107 is the spatial acceleration in $\{B\}$-frame and Eq. 3.108 is in $\{O\}$-frame.

$$
\begin{gather*}
{ }^{B} \mathcal{A}_{\text {body }}=\frac{d}{d t}\left({ }^{B} \mathcal{V}_{\text {body }}\right)+{ }^{B} \mathcal{V}_{B} \times{ }^{B} \mathcal{V}_{\text {body }}  \tag{3.107}\\
{ }^{O} \mathcal{A}={ }^{O} X_{B} \cdot{ }^{B} \mathcal{A} \tag{3.108}
\end{gather*}
$$

Proof

Eq3.107 it's a direct result of applying Eq. 3.99 and Eq. 3.103.
For Eq. 3.108 we have:

$$
\begin{aligned}
& { }^{O} \mathcal{A}_{\text {body }}=\frac{d}{d t}\left({ }^{O} \mathcal{V}_{\text {body }}\right)=\frac{d}{d t}\left({ }^{O} X_{B} \cdot{ }^{B} \mathcal{V}_{\text {body }}\right) \\
& ={ }^{O} \dot{X}_{B} \cdot{ }^{B} \mathcal{V}_{\text {body }}+{ }^{O} X_{B} \cdot{ }^{B} \dot{\mathcal{V}}_{\text {body }} \\
& =\left[{ }^{O} \mathcal{V}_{B} \times\right] \cdot{ }^{O} X_{B} \cdot{ }^{B} \mathcal{V}_{\text {body }}+{ }^{O} X_{B} \cdot{ }^{B} \dot{\mathcal{V}}_{\text {body }} \\
& ={ }^{O} X_{B} \cdot\{\underbrace{\left.{ }^{O} \mathcal{V}_{B}\right] \cdot{ }^{O} X_{B}}_{E q[\underbrace{B}_{=}{ }^{3106}{ }^{B} X_{O} \cdot{ }^{O} \mathcal{V}_{B} \times]=\left[{ }^{B} \mathcal{V}_{B} \times\right]} \quad{ }^{B} \mathcal{V}_{\text {body }}+{ }^{B}{ }^{\circ} \dot{\mathcal{V}}_{\text {body }}\}
\end{aligned}
$$

### 3.2 Rigid Body dynamics

### 3.2.1 Spatial Force (Wrench)

Definition 3.2.1 (Spatial Force) Given a rigid body with many forces acting on it, and given an arbitrary point $O$ in space Fig. 3.19, the net effect of these forces can be expressed as a force $f$, acting along a line passing through $O$ Eq. 3.109, and torque $n_{O}$ about point $O$ Eq. 3.110

$$
\begin{gather*}
f=\sum_{i} f_{i}  \tag{3.109}\\
\tau_{O}=n_{O}=\sum_{i}\left(\vec{P}_{i}\right) \times f_{i} \tag{3.110}
\end{gather*}
$$



Figure 3.19: Rigid body
We define as the Spatial Force (Wrench) the $6 D$ vector of the form Eq. 3.111

$$
\mathcal{F}=\left[\begin{array}{c}
n_{O}  \tag{3.111}\\
f
\end{array}\right]
$$

Remark 3.2.1 (Changing the torque reference point) Given the torque around reference point $n_{O}$, we can computer the torque around another point $n_{q}$ as follows Eq. 3.112.

$$
\begin{align*}
n_{q} & =\sum_{i}\left(q \vec{P}_{i}\right) \times f_{i}=n_{O}+\sum_{i}\left(q \vec{P}_{i}-\overrightarrow{O P_{i}}\right) \times f_{i} \\
& =n_{O}+q \vec{O} \times \sum_{i}=n_{O}+q \vec{O} \times f \\
& =n_{0}+f \times \overrightarrow{O q} \tag{3.112}
\end{align*}
$$

Definition 3.2.2 (Spatial Force in Plücker Coordinate Systems) Given a frame $\{A\}$, the Plücker coordinate of a spacial force $\mathcal{F}$ is given by Eq. 3.113

$$
{ }^{A} \mathcal{F}=\left[\begin{array}{c}
{ }^{A} n_{O_{A}}  \tag{3.113}\\
{ }^{A} f
\end{array}\right]
$$

For the transformation ${ }^{A} T_{B}=\left({ }^{A} R_{B},{ }^{A} p_{B}\right)$, Fig. 3.20 the corresponding spatial force coordinate transformation is Eq. 3.114.

$$
\begin{gather*}
{ }^{A} \mathcal{F}={ }^{A} X_{B}^{*} \cdot{ }^{B} \mathcal{F}  \tag{3.114}\\
\text { where } \\
{ }^{A} X_{B}^{*}={ }^{B} X_{A}^{T} \tag{3.115}
\end{gather*}
$$



Figure 3.20: spatial force coordinate transformation
Proof Eq. 3.114:

$$
\begin{align*}
& \text { Force: }{ }^{A} f={ }^{A} R_{B} \cdot{ }^{B} f \text { (free vector) }  \tag{3.116}\\
& \text { Torque: }{ }^{A} n_{O_{A}}={ }^{A} n_{O_{B}}+{ }^{A}\left(O_{A}{ }_{B}\right) \times{ }^{A} f \\
& ={ }^{A} R_{B} \cdot{ }^{B} n_{O_{A}}+{ }^{A} R_{B} \cdot\left(-{ }^{B} p_{A} \times{ }^{B} f\right)  \tag{3.117}\\
& ={ }^{A} R_{B} \cdot{ }^{B} n_{O_{A}}-{ }^{A} R_{B} \cdot\left[{ }^{B} p_{A}\right] \cdot{ }^{B} f  \tag{3.118}\\
& E q \xrightarrow{3.11 \|] .118}\left[\begin{array}{c}
{ }^{A} n_{O_{A}} \\
{ }_{A}{ }_{f}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
{ }^{A} R_{B} & -{ }^{A} R_{B} \cdot\left[{ }^{B} p_{A}\right] \\
0 & { }_{A} R_{B}
\end{array}\right]}_{{ }_{A} X_{B}^{*}} \cdot\left[\begin{array}{c}
{ }^{B} n_{O_{B}} \\
{ }^{B} f
\end{array}\right] \tag{3.119}
\end{align*}
$$

Definition 3.2.3 (Power: Wrench-Twist pair) Suppose a rigid body has a twist ${ }^{A} \mathcal{V}=\left({ }^{A} \omega,{ }^{A} v_{O_{A}}\right)$ and a wrench ${ }^{A} \mathcal{F}=\left({ }^{A} n_{O_{A}},{ }^{A} f\right)$ acting on the body. Then the power is Eq. 3.120

$$
\begin{align*}
P & =\left({ }^{A} \mathcal{V}\right)^{T} \cdot{ }^{A} \mathcal{F}  \tag{3.120}\\
& =\underbrace{\left({ }^{A} \omega\right)^{T} \cdot{ }^{A} n_{O_{A}}}_{\text {rotationalPower }}+\underbrace{{ }^{A} v_{O_{A}}^{T} \cdot{ }^{A} f}_{\text {linearpower }} \tag{3.121}
\end{align*}
$$

Remark 3.2.2 Power is a coordinate-free quantity.
Definition 3.2.4 (Joint Torque) Consider a ling attached to a 1-degree of freedom joint (revolute or prismatic). Let $\hat{\mathcal{S}}$ be the screw axis of the joint. The velocity of the link induced by the point motion is given by $\mathcal{V}=\hat{\mathcal{S}} \cdot \dot{\theta}$ and $\mathcal{F}$ is the wrench provided by the joint Fig. 3.21. We can define the power produced by the joint as Eq. 3.122.

$$
\begin{align*}
& P=\mathcal{V}^{T} \cdot \mathcal{F}=\underbrace{\mathcal{F}}_{\triangleq_{\tau(\text { scalar })}^{\hat{\mathcal{S}}^{T}} \cdot \mathcal{F}} \cdot \dot{\theta} \triangleq \tau \cdot \dot{\theta}  \tag{3.122}\\
& \text { where }: \\
& \tau=\hat{\mathcal{S}}^{T} \cdot \mathcal{F}=\mathcal{F}^{T} \cdot \hat{\mathcal{S}} \tag{3.123}
\end{align*}
$$



Figure 3.21: Joint Torque
We refer to $\tau$ as joint torque or generalized force and it represents the projection of the wrench onto the screw axis, i.e. the effective part of the wrench.

### 3.2.2 Spatial Momentum

|  | Linear | Rotational |
| :--- | :--- | :--- |
| Velocity: | $v=\dot{r}$ | $\omega=\hat{\omega} \cdot \dot{\theta}, \quad v=\omega \times r$ |
| Acceleration: | $a=\ddot{r}$ | $\alpha=\dot{\omega}$ |
| Force / Torque | $f=m \cdot a$ | $n=r \times f$ |
| Momentum | $L=m \cdot v$ | $\phi=r \times L$ |
|  |  | $=r \times(m \cdot v)$ |
|  |  | $=r \times(m \cdot \omega \times r)$ |
|  |  | $=m \cdot(r \times \omega \times r)$ |
| Inertia Matrix $\bar{I} \in \mathbb{R}^{3 \times 3}$ |  |  |

Table 3.1: Point-mass kinematic / dynamic properties Fig. 3.22


Figure 3.22: Point-mass

Definition 3.2.5 (Rotational Inertia) Based on table 3.1, we define the Rotational Inertia of a rigid body as Eq. 3.124 where $\rho$ is the density function.

$$
\begin{equation*}
\bar{I} \triangleq \int_{V} \rho \cdot[r] \cdot[-r]^{T} d v \tag{3.124}
\end{equation*}
$$

Remark 3.2.3 $\bar{I}$ depends on the coordinate system.
Remark 3.2.4 $\bar{I}$ is a constant matrix if the origin of the reference frame coincides with the center of mass (CoM)

Definition 3.2.6 (Center of Mass) $A$ point $C$ is defined as the center of mass (CoM) as Eq. 3.125

$$
\begin{equation*}
C o M \triangleq \frac{1}{m} \sum_{i} m_{i} \cdot r_{i} \tag{3.125}
\end{equation*}
$$

Remark 3.2.5 If $C$ is the center of mass, then we have the following properties:

$$
\begin{align*}
& \frac{1}{m} \cdot \sum_{i} m_{i} \cdot\left(\overrightarrow{C r_{i}}\right)=0  \tag{3.126}\\
& \sum_{i} m_{i} \cdot\left(\overrightarrow{C r}_{i}\right)=0 \Longrightarrow \sum_{i} m_{i} \cdot\left[\overrightarrow{C r}_{i}\right]=0 \tag{3.127}
\end{align*}
$$

Proof:
For Eq. 3.126:

$$
\begin{aligned}
& \stackrel{\text { Fromeq }}{\Longrightarrow} 3.125 \frac{1}{m} \cdot \sum_{i} m_{i} \cdot r_{i}-C=0 \Longrightarrow \sum_{i} m_{i} \cdot r_{i}-m \cdot C=0 \\
& \Longrightarrow \sum_{i} m_{i} \cdot\left(r_{i}-C\right)=0 \Longrightarrow \sum_{i} m_{i} \cdot\left(C r_{i}\right)=0
\end{aligned}
$$

For Eq. 3.127;

Fromeq $\xlongequal{3.126}\left[\sum m_{i} \cdot\left(C r_{i}\right)\right]=[0] \Longrightarrow \sum\left[m_{i} \cdot\left(C r_{i}\right)\right]=[0] \Longrightarrow \sum m_{i} \cdot\left[\left(C r_{i}\right)\right]=[0]$
Definition 3.2.7 (Momentum) Given a rigid body with spatial velocity $\mathcal{V}_{C}=$ $\left(\omega, v_{C}\right)$ expressed at the center of mass $C$, the linear momentum is defined as Eq. 3.128 and the angular momentum about center of mass is defined as Eq. 3.129

$$
\begin{align*}
L & =m \cdot v_{C}  \tag{3.128}\\
\phi & =\bar{I}_{C} \cdot \omega \tag{3.129}
\end{align*}
$$

Proof:
Eq. 3.128:
$L=\sum_{i} m_{i} \cdot v_{i}=\sum_{i} m_{i} \cdot\left(v_{C}+\omega \times \overrightarrow{C r_{i}}\right)=\left(\sum_{i} m_{i}\right) \cdot v_{i}+\underbrace{\sum_{i} m_{i} \cdot(-\overrightarrow{C r}}_{E q \underline{[3.126}]}) \times \omega$
Eq. 3.129:

$$
\begin{aligned}
& \phi_{C}=\sum_{i} \overrightarrow{C r}_{i} \times L=\sum_{i} \overrightarrow{C r}_{i} \times\left(m_{i} \cdot v_{i}\right)=\sum_{i} \overrightarrow{C r_{i}} \times\left(m_{i} \cdot v_{C}+m_{i} \cdot \omega \times \overrightarrow{C r_{i}}\right)
\end{aligned}
$$

Remark 3.2.6 Given an arbitrary point $O$, the angular momentum about it relative to the center of mass $C$ is Eq. 3.130 Fig. 3.23.

$$
\begin{equation*}
\phi_{O}=\phi_{C}+\overrightarrow{O C} \times L \tag{3.130}
\end{equation*}
$$



Figure 3.23: Angular momentum about an arbitrary point

Definition 3.2.8 (Spatial Momentum) Given the angular momentum $\phi$ and the linear momentum of a rigid body, we define the corresponding Spatial Momentum $h$ as Eq. 3.131.

$$
h=\left[\begin{array}{l}
\phi  \tag{3.131}\\
L
\end{array}\right] \in \mathbb{R}^{6}
$$

Definition 3.2.9 (Change Reference Frame for Spatial Momentum) Under transformation ${ }^{A} T_{C}=\left({ }^{A} R C,{ }^{A} p_{C}\right)$ the corresponding spatial momentum transformation is Eq. 3.132 which is the same operator required by spatial forces.

$$
\begin{equation*}
{ }^{A} h={ }^{A} X_{C}^{*} \cdot{ }^{C} h \tag{3.132}
\end{equation*}
$$

Proof:

$$
\begin{align*}
{ }^{A} L & ={ }^{A} R_{C} \cdot{ }^{C} L \quad \text { (free vector) }  \tag{3.133}\\
\stackrel{E q \sqrt{3.130}}{\Longrightarrow} \phi_{O_{A}} & ={ }^{A} R_{C} \cdot{ }^{C} \phi_{O_{C}}+{ }^{A} R_{C} \cdot\left(-{ }^{C} p_{A} \times{ }^{C} L\right) \tag{3.134}
\end{align*}
$$

Using: Eq $\xrightarrow{3.133}$ and $E q[3.134\left[\begin{array}{c}{ }^{A} \phi_{O_{A}} \\ { }^{A} L\end{array}\right]=\underbrace{\left[\begin{array}{cc}{ }^{A} R_{C} & { }^{A} R_{C} \cdot\left[-{ }^{C} p_{A}\right] \\ 0 & { }_{A}^{A} R_{C}\end{array}\right]}_{A_{X_{C}^{*}}} \cdot\left[\begin{array}{c}{ }^{C} \phi_{O_{C}} \\ { }^{C} L\end{array}\right]$

Definition 3.2.10 (Spatial Inertia) Spatial inertia of a rigid body defines the linear mapping Fig. 3.24 between spatial velocity (twist) and spatial momentum Eq. 3.136, connecting Moving Space: $\mathcal{M}$ and Force Space: $\mathcal{F}$ and it has the following form Eq. 3.137.

$$
\begin{equation*}
h=\mathcal{I} \cdot \mathcal{V} \tag{3.136}
\end{equation*}
$$



Figure 3.24: Spatial inertia mapping

Definition 3.2.11 (Changing Reference Frame for Spatial Inertia) Given to 2 frames $\{C\}$ respectively, $\{A\}$ the spatial inertia representation in one frame w.r.t. the other is given by Eq. 3.138.

$$
\begin{equation*}
{ }^{A} \mathcal{I}={ }^{A} X_{C}^{*} \cdot{ }^{C} \mathcal{I} \cdot{ }^{C} X_{A} \tag{3.138}
\end{equation*}
$$

Proof:

$$
\begin{align*}
{ }^{A} h & ={ }^{A} \mathcal{I} \cdot{ }^{A} \mathcal{V} \\
& ={ }^{A} X_{C}^{*} \cdot{ }^{C} h \\
& ={ }^{A} X_{C}^{*} \cdot{ }^{C} \mathcal{I} \cdot{ }^{C} \mathcal{V} \\
& =\underbrace{{ }^{A} X_{C}^{*} \cdot{ }^{C} \mathcal{I} \cdot{ }^{C} X_{A}}_{={ }^{A} \mathcal{I}} \cdot{ }^{A} \mathcal{V} \tag{3.139}
\end{align*}
$$

Eq. 3.139 can be interpreted using spatial inertia mapping Fig. 3.24. Spatial momentum in $\{A\}$-frame is the application of spatial velocity in $\{A\}$-frame transformed into $\{C\}$-frame, computing the spatial momentum in $\{C\}$-frame and in the end, going back to $\{A\}$-frame.

Remark 3.2.7 When $\{A\}$-frame has the same orientation as the orientation of the center of mass frame $\left({ }^{A} R_{C}=I_{3}\right)$, we have Eq. 3.140. The change of reference frame of spatial inertia representation has an explicit form Eq. 3.141

$$
\left.\begin{array}{c}
{ }^{A} X_{C}=\left[\begin{array}{cc}
I_{3} & 0 \\
{\left[{ }^{A} p_{C}\right.} & \left.I_{3}\right]
\end{array}\right] \\
{ }^{A} \mathcal{I}=\left[\begin{array}{cc}
{ }^{C} \bar{I}+m \cdot\left[{ }^{A} p_{C}\right] \cdot\left[\begin{array}{cc}
{ }^{A} p_{C}
\end{array}\right]^{T} & m \cdot\left[{ }^{A} p_{C}\right] \\
m \cdot\left[{ }^{A} p_{C}\right.
\end{array}\right]^{T}  \tag{3.141}\\
m \cdot I_{3}
\end{array}\right] .
$$

Definition 3.2.12 (Spatial Force differentiation) Given a spatial force vector $\mathcal{F}$, expressed using spatial force bases vectors $\left[\begin{array}{llll}e_{B_{1}}^{*} & e_{B_{2}}^{*} & \ldots & e_{B_{6}}^{*}\end{array}\right]=$ $X_{B}^{*}$, its corresponding differential $\dot{\mathcal{F}}$ is Eq. 3.142

$$
\begin{equation*}
\dot{\mathcal{F}}=\dot{X}_{B}^{*} \cdot{ }^{B} \mathcal{F}+X_{B}^{*} \cdot \underbrace{\left({ }^{B} \mathcal{F}\right)^{\prime}}_{{ }^{B}{ }_{\mathcal{F}}^{\circ}: \text { apparent derivative of spatial force }} \tag{3.142}
\end{equation*}
$$

Remark 3.2.8 The differential of spatial force bases vectors $\dot{e}_{B_{i}}^{*}$ is Eq. 3.143 where $\times^{*}$ operator is the cross product between current spatial velocity and applied spatial force Eq. 3.144 . By defining Eq. 3.145 we can rewrite $\dot{X}_{B}^{*}$ as Eq. 3.146 which resembles in form with the differential of motion basis 3.103.

$$
\begin{gather*}
\dot{e}_{B_{i}}^{*}=\mathcal{V}_{B} \times^{*} \cdot e_{B_{i}}^{*}  \tag{3.143}\\
\mathcal{V} \times^{*} \mathcal{F} \triangleq\left[\begin{array}{c}
\omega \times n_{O}+v_{O} \times f \\
\omega \times f
\end{array}\right]  \tag{3.144}\\
{\left[\mathcal{V} \times^{*}\right]=\left[\begin{array}{cc}
{[\omega]} & {\left[v_{o}\right]} \\
0 & {[\omega]}
\end{array}\right]}  \tag{3.145}\\
\dot{X}_{B}^{*}=\left[\mathcal{V} \times_{B}^{*}\right] \cdot X_{B}^{*} \tag{3.146}
\end{gather*}
$$

Proof:
The approach is similar to the proof sketched in 3.1 .34 or it can be deduced using physics.

Remark 3.2.9 Spatial force cross-product has the following property:

$$
\begin{equation*}
\left[\mathcal{V} \times{ }^{*}\right]=-[\mathcal{V} \times]^{T} \tag{3.147}
\end{equation*}
$$

Remark 3.2.10 By using Definition 3.2.12 and Remark 3.2.8 one can compute the differentiation of spatial force as Eq. 3.2.8

$$
\begin{equation*}
\dot{\mathcal{F}}=X_{B}^{*} \cdot{ }^{B} \stackrel{\circ}{\mathcal{F}}+\left[\mathcal{V}_{B} \times{ }^{*}\right] \cdot X_{B}^{*} \cdot{ }^{B} \mathcal{F} \tag{3.148}
\end{equation*}
$$

Remark 3.2.11 Assuming $\{A\}$-frame is moving with velocity ${ }^{A} \mathcal{V}_{A}$ then the derivative of $\mathcal{F}$ in $\{A\}$-frame is $E q .3 .149$ and the derivative of $h$ in $\{A\}$ is 3.150 .

$$
\begin{align*}
& A \underbrace{\left(\frac{d}{d t} \mathcal{F}\right)}_{\text {coordinate free }}=\underbrace{\frac{d}{d t}\left({ }^{A} \mathcal{F}\right)}_{{ }^{A} X_{A}^{*} \cdot A \cdot \stackrel{\mathcal{F}}{ }}+\underbrace{{ }^{A} \mathcal{V}_{A} \times^{* A} \mathcal{F}}_{\left[{ }^{A} \mathcal{V}_{A} \times{ }^{*}\right] \cdot A X_{A}^{*} \cdot A \mathcal{F}}  \tag{3.149}\\
& A\left(\frac{d}{d t} h\right)=\underbrace{}_{A_{X_{A} \cdot \frac{d}{d t}\left({ }^{A} h\right)}^{\frac{d}{d t}\left({ }^{A} h\right)}+\underbrace{\left[{ }^{A} \mathcal{V}_{A} \times{ }^{*}\right] \cdot{ }^{A} X_{A}^{*}}_{\left({ }^{A} X_{A}^{*}\right)^{\prime}}} \cdot{ }^{A} h \tag{3.150}
\end{align*}
$$

### 3.2.3 Newton-Euler Equation

Definition 3.2.13 (Newton-Euler equation) By adopting the spatial vectors, the Newton-Euler equation has the same form in any frame Eq. 3.151, on the other hand, most of the other kinds of derivations end up with a more complex form.

$$
\begin{equation*}
\mathcal{F}=\frac{d}{d t} h=\mathcal{I} \cdot \mathcal{A}_{b o d y}+\mathcal{V}_{\text {body }} \times^{*} \mathcal{I} \cdot \mathcal{V}_{\text {body }} \tag{3.151}
\end{equation*}
$$

Choosing an arbitrary reference frame $\{B\}$ we get Eq. 3.152

$$
\begin{equation*}
{ }^{B} \mathcal{F}={ }^{B} \mathcal{I} \cdot{ }^{B} \mathcal{A}_{\text {body }}+{ }^{B} \mathcal{V}_{\text {body }} \times{ }^{*}{ }^{B} \mathcal{I} \cdot{ }^{B} \mathcal{V}_{\text {body }} \tag{3.152}
\end{equation*}
$$

The Newton-Euler Eq. 3.151 remains the same even when the chosen frame of reference is away from the center of mass.

Proof: Eq. 3.151

$$
\begin{align*}
{ }^{B} \mathcal{F}= & { }^{B}\left(\frac{d}{d t} h\right)
\end{aligned}{ }^{\begin{array}{c}
\text { This equality } \\
\text { must be }  \tag{3.153}\\
\text { proven }
\end{array}} \begin{aligned}
& B\left(\frac{d}{d t}(\mathcal{I} \cdot \mathcal{V})\right)={ }^{B}(\mathcal{I} \cdot \mathcal{A}+\dot{\mathcal{I}} \cdot \mathcal{V}) \\
& \underbrace{\mathcal{I} \cdot \mathcal{A}}_{\begin{array}{c}
\text { due to change } \\
\text { in velocity } \mathcal{V}
\end{array}}+\underbrace{\mathcal{V} \times * \mathcal{I} \cdot \mathcal{V}}_{\begin{array}{c}
\text { accounts for the fact } \\
\text { that inertia is moving }
\end{array}}
\end{align*}
$$

We introduce an inertial frame $\{O\}$, w.r.t. which the computation will be done and we consider $\{B\}$ asa frame attached to the body which imply that $\mathcal{V}_{\text {body }}=\mathcal{V}_{B}$ and ${ }^{B} \mathcal{I}$ is constant Fig. 3.25.


Figure 3.25: Newton-Euler in inertial frame

$$
\begin{align*}
& \text { then : } \\
& \frac{d}{d t}\left({ }^{O} h\right)=\frac{d}{d t}\left({ }^{O_{\mathcal{I}}} \cdot{ }^{O^{O}}\right)  \tag{3.154}\\
& ={ }^{O_{\mathcal{I}}} \cdot{ }^{O} \mathcal{V}+{ }^{O_{\mathcal{I}}} \cdot{ }^{O_{\mathcal{A}}} \\
& \text { since }{ }^{\circ} \dot{\mathcal{I}} \text { changes } \\
& \text { w.r.t. time, } \\
& \begin{array}{c}
\text { we switch from } \\
\{O\} \text { to }\{B\}
\end{array}
\end{align*}
$$

$$
\begin{align*}
& ={ }^{O} \dot{X}_{B}^{*} \cdot{ }^{B} \mathcal{I} \cdot{ }^{B} X_{O} \cdot{ }^{O} \mathcal{V} \\
& +{ }^{O} X_{B}^{*} \cdot{ }^{B} \mathcal{I} \cdot \underbrace{{ }^{B} \dot{X}_{O}} \cdot{ }^{O} \mathcal{V}+{ }^{O} \mathcal{I} \cdot{ }^{O} \mathcal{A} \\
& \frac{\text { Remark }}{3.2 .12} \\
& =\left[{ }^{O} \mathcal{V}_{B} \times{ }^{*}\right] \cdot \underbrace{{ }^{O} X_{B}^{*} \cdot{ }^{B} \mathcal{I} \cdot{ }^{B} X_{O}}_{={ }^{O} \mathcal{I}} \cdot{ }^{O} \mathcal{V} \\
& -{ }^{O} X_{B}^{*} \cdot{ }^{B} \mathcal{I} \cdot{ }^{B} X_{O} \cdot \underbrace{\left[{ }^{O} \mathcal{V}_{B} \times\right] \cdot \overbrace{O_{\mathcal{V}}}}_{=0}+{ }^{o} \mathcal{\mathcal { V } = \mathcal { V } _ { B }} \cdot{ }^{O} \mathcal{A} \\
& =\left[{ }^{O} \mathcal{V}_{B} \times{ }^{*}\right] \cdot{ }^{O_{\mathcal{I}}} \cdot{ }^{O} \mathcal{V}+{ }^{O_{\mathcal{I}}} \cdot{ }^{O_{\mathcal{A}}} \\
& ={ }^{O} \mathcal{I} \cdot{ }^{O} \mathcal{A}+{ }^{O} \mathcal{V}_{B} \times{ }^{*}{ }^{O_{\mathcal{I}}} \cdot{ }^{O} \mathcal{V} \tag{3.155}
\end{align*}
$$

Remark 3.2.12 (Note) It can't be computed directly so instead, we rely on the implicit, product rule differentiation Eq. 3.156, to reduce the result to ${ }^{O} \dot{X}_{B}$ Eq. 3.103.

$$
\begin{align*}
\Longrightarrow\left({ }^{O} X_{B} \cdot{ }^{B} X_{O}\right) & =I  \tag{3.156}\\
\Longrightarrow{ }^{O} \dot{X}_{B} \cdot{ }^{B} X_{O}+{ }^{O} X_{B} \cdot{ }^{B} \dot{X}_{O} & =0 \\
\Longrightarrow{ }^{B} \dot{X}_{O} & =-{ }^{B} X_{O} \cdot{ }^{O} \dot{X}_{B} \cdot{ }^{B} X_{O} \\
& =-{ }^{B} X_{O} \cdot[\underbrace{\left[{ }^{O} \mathcal{V}_{B} \times\right] \cdot{ }^{O} X_{B}}_{\text {Eq. }} \cdot{ }^{B} X_{O} \\
& =-{ }^{B} X_{O} \cdot\left[{ }^{O} \mathcal{V}_{B} \times\right] \tag{3.157}
\end{align*}
$$

### 3.3 Multi-body dynamics of Open Chains

### 3.3.1 Open-Chain Dynamics

Definition 3.3.1 (Open Chain) Consist of multiple rigid links (bodies) connected through joints (revolute/prismatic) Fig. 3.26. The corresponding equations of motion are a set of $2^{\text {nd }}$-order differential equations Eq. 3.158

$$
\begin{equation*}
\tau=M(\theta) \cdot \ddot{\theta}+\tilde{c}(\theta, \dot{\theta}) \tag{3.158}
\end{equation*}
$$

where:

$$
\begin{align*}
& \tilde{c}(\theta, \dot{\theta})=c(\theta, \dot{\theta})+\tau_{g}(\theta)+J^{T} \cdot \mathcal{F}_{\text {ext }}  \tag{3.159}\\
& \theta \in \mathbb{R}^{n}: \text { vector of joint variables } \\
& \tau \in \mathbb{R}^{n}: \text { vector of joint forces / torques } \\
& M(\theta) \in \mathbb{R}^{n \times n}: \text { mass matrix } \\
& \tilde{c}(\theta, \dot{\theta}) \in \mathbb{R}^{n}: \text { ( forces that lump together centripetal, Coriolis, gravity, } \\
&\quad \text { friction terms, and torques induced by external forces })
\end{align*}
$$

Definition 3.3.2 (Forward Dynamics) Is the process of determining the acceleration $\ddot{\theta}$ given the state $(\theta, \dot{\theta})$ as well as the joint forces/torques Eq. 3.160 .

$$
\begin{equation*}
\ddot{\theta}=F D\left(\tau, \theta, \dot{\theta}, \mathcal{F}_{e x t}\right) \tag{3.160}
\end{equation*}
$$

Definition 3.3.3 (Inverse Dynamics) Is the process of finding torques/forces given the state $(\theta, \dot{\theta})$ and desired acceleration $\ddot{\theta}$ Eq. 3.161 .

$$
\begin{equation*}
\tau=I D\left(\theta, \dot{\theta}, \ddot{\theta}, \mathcal{F}_{e x t}\right) \tag{3.161}
\end{equation*}
$$



Figure 3.26: Open Chain

Definition 3.3.4 (Lagrangian versus Newton-Euler Methods) There are two ways to derive the equation of motion for an open-chain robot, each of them with advantages and disadvantages:


Newton-Euler Formulation
-Balance of forces/torques
-Dynamic equations in numeric/recursive form
-Often used for numerical solution of forward / inverse dynamics

Remark 3.3.1 (Mixed approach) Apart from the Lagrangian formulation, which can be interpreted as a top-down, reduced formulation, starting from the entire system at once, and the Newtonian, where we build the equation buttonup, in a redundant way, but using an iterative approach, one can choose a $3^{\text {rd }}$ way, a mixed approach, in which we still use the Newtonian way, but we choose to characterize the degree of freedom of each rigid body in a reduced way. This leads to a result where we get to use the best of both worlds, as the computation process remains iterative while the result is computed in a reduced manner. In a nutshell, this is what we obtain by using Featherstone Algebra.

### 3.3.2 Inverse Dynamics

Remark 3.3.2 (Chain notations) Given an Open Chain with $N$ links, we define:

- Parent of body i: $p(i)$
- Children of body $i: c(i)$
- Joint $i$ connects $p(i)$ to $i$
- Frame $\{i\}$ is attached to body $i$ at the corresponding joint
- $\mathcal{S}_{i}$ is the spatial velocity of joint $i$
- $\mathcal{V}_{i}$ and $\mathcal{A}_{i}$ are the spatial velocity and spatial acceleration of body $i$
- $\mathcal{F}_{i}$ is the wrench onto body $i$ from body $p(i)$

Note: By default, all vectors $\left(\mathcal{S}_{i}, \mathcal{V}_{i}, \mathcal{F}_{i}\right)$ are expressed in local frame $\{i\}$.
Definition 3.3.5 (Velocity and Acceleration propagation - Forward Pass)
Given the joint velocity $\dot{\theta}$ and the joint acceleration $\ddot{\theta}$ for an open chain we compute the body spatial velocity $\mathcal{V}_{i}$ and the spatial acceleration $\mathcal{A}_{i}$ as follows: Eq. 3.162 and Eq. 3.163.

$$
\begin{align*}
{ }^{i} \mathcal{V}_{i} & =\left({ }^{i} X_{p(i)}\right) \cdot{ }^{p(i)} \mathcal{V}_{p(i)}+{ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{i}  \tag{3.162}\\
{ }^{i} \mathcal{A}_{i} & =\left({ }^{i} X_{p(i)}\right) \cdot{ }^{p(i)} \mathcal{A}_{p(i)}+{ }^{i} \mathcal{V}_{i} \times{ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{i}+{ }^{i} \mathcal{S}_{i} \cdot \ddot{\theta}_{i} \tag{3.163}
\end{align*}
$$

Proof:

$$
\begin{align*}
\stackrel{(3.162}{\Longrightarrow} \mathcal{V}_{1} & =\mathcal{S}_{1} \cdot \dot{\theta}_{1} \\
\mathcal{V}_{i} & =\sum_{j=1}^{i} \mathcal{V}_{j /(j-1)}=\sum_{j=1}^{(i-1)} \mathcal{V}_{j /(j-1)}+\mathcal{V}_{i /(i-1)}=\mathcal{V}_{(i-1)}+\mathcal{V}_{i /(i-1)} \\
& =\mathcal{V}_{(i-1)}+\mathcal{S}_{i} \cdot \dot{\theta}_{i} \text { (coordinate free) } \\
\stackrel{3.163}{\Longrightarrow} \mathcal{A}_{i} & =\dot{\mathcal{V}}_{i}=\dot{\mathcal{V}}_{(i-1)}+\dot{\mathcal{V}}_{i /(i-1)}=\mathcal{A}_{(i-1)}+\mathcal{A}_{i /(i-1)} \\
{ }^{i} \mathcal{A}_{i} & ={ }^{i} X_{(i-1)} \cdot{ }^{(i-1)} \mathcal{A}_{(i-1)}+{ }^{i}(\frac{d}{\frac{d}{d t}(\underbrace{i} \underbrace{i} \mathcal{V}_{2 /(i+1)} \cdot \dot{\theta}})) \\
& ={ }^{i} X_{(i-1)} \cdot{ }^{(i-1)} \mathcal{A}_{(i-1)}+\underbrace{\frac{d}{d t}\left({ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{i}\right)}_{\text {apparent derivative }}+\underbrace{{ }^{i} \mathcal{V}_{i} \times{ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{i}}_{\text {derivative of the frame }} \\
& ={ }^{i} X_{(i-1)} \cdot{ }^{(i-1)} \mathcal{A}_{(i-1)}+{ }^{i} \mathcal{S}_{i} \cdot \ddot{\theta}+{ }^{i} \mathcal{V}_{i} \times{ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{2}
\end{align*}
$$

Definition 3.3.6 (Force Propagation - Backward Pass) Given body spatial velocity $\mathcal{V}_{i}$ and spatial acceleration $\mathcal{A}_{i}$ for an open chain with $N$ links, one must compute the joint wrench $\mathcal{F}_{i}$ and the corresponding torque $\tau_{i}=\mathcal{S}_{i}^{T} \cdot \mathcal{F}_{i}$ as follows Eq. 3.165 and Eq. 3.166

$$
\begin{align*}
\mathcal{F}_{i} & =\mathcal{I}_{i} \cdot \mathcal{A}_{i}+\mathcal{V}_{i} \times{ }^{*} \mathcal{I}_{i} \cdot \mathcal{V}_{i}+\sum_{j \in c(i)} \mathcal{F}_{j}  \tag{3.165}\\
\tau_{i} & =\mathcal{S}_{i}^{T} \cdot \mathcal{F}_{i} \tag{3.166}
\end{align*}
$$

Proof: Eq. 3.165 is the direct application of the second law of Newtonian mechanics.

Remark 3.3.3 By putting together the previous 2 steps, Forward Pass and Backward Pass, we end up with the solution for the Inverse Dynamics problem in the form of the Recursive Newton-Euler Algorithm Fig. 3.27 that can be resumed as Alg. 2 where the gravity is incorporated into the virtual body 0 as a way of integrating gravity in a generically. Another option is to consider $\mathcal{A}_{0}=0$ and to add ${ }^{i} \mathcal{I}_{i} \cdot{ }^{i} X_{0} \cdot{ }^{0} \mathcal{A}_{g}$ to line 6.


Figure 3.27: Recursive Newton-Euler Algorithm

Remark 3.3.4 The time complexity of the Recursive Newton-Euler Algorithm is $O(N)$ in the number of joints.

Remark 3.3.5 As an example, how this is applied for Fig. 3.26, we have:

Body 3:

$$
\begin{aligned}
\mathcal{F}_{3}+\mathcal{F}_{g_{3}} & =\mathcal{I}_{3} \cdot \mathcal{A}_{3}+\mathcal{V}_{3} \times{ }^{*} \mathcal{I}_{3} \cdot \mathcal{V}_{3}-\mathcal{F}_{3}^{\text {ext }} \\
\Longrightarrow \mathcal{F}_{3} & =\mathcal{I}_{3} \cdot \mathcal{A}_{3}+\mathcal{V}_{3} \times{ }^{*} \mathcal{I}_{3} \cdot \mathcal{V}_{3}-\mathcal{F}_{g_{3}}-\mathcal{F}_{3}^{\text {ext }} \\
\tau_{3} & =\mathcal{S}_{3}^{T} \cdot \mathcal{F}_{3} \\
\left(\text { Note: } \mathcal{F}_{g_{3}}\right. & \left.=\mathcal{I}_{3} \cdot{ }^{3} \mathcal{A}_{g}=\mathcal{I}_{3} \cdot{ }^{3} X_{0} \cdot{ }^{0} \mathcal{A}_{g}\right)
\end{aligned}
$$

Body 2:

$$
\begin{aligned}
\mathcal{F}_{2} & =\underbrace{\mathcal{I}_{2} \cdot \mathcal{A}_{2}+\mathcal{V}_{2} \times{ }^{*} \mathcal{I}_{2} \cdot \mathcal{V}_{2}}_{\text {used to produce motion }}+\underbrace{\overbrace{\mathcal{F}_{3}+\mathcal{F}_{4}}^{\text {to the environment }}-\overbrace{\mathcal{F}_{g_{2}}-\mathcal{F}_{2}^{\text {ext }}}^{\text {by the environment }}}_{\text {used to counteract forces }} \\
\tau_{2} & =\mathcal{S}_{2}^{T} \cdot \mathcal{F}_{2}
\end{aligned}
$$

Remark 3.3.6 Since the computation of $\tau$ can be seen as the projection of Spatial Force to feasible space (the action that happens only in the direction where the screw can do work) and since the screws are vector spaces (since screws are characterized by Lie algebras which are vector spaces as well) we can conclude that the projection can be computed using the dot product. This process
has an unexpected result since it allows external forces, which can happen due to interaction with the environment, to be treated in e general way, by projecting them as well on the feasible space without being worried about possible changes in the dynamics of the system (no need for a multi-phase system).

```
Algorithm 2 Recursive Newton-Euler Algorithm
Require: \(\theta, \dot{\theta}, \ddot{\theta}, \mathcal{F}_{\text {ext }}\), Model
Ensure: \(\tau, \mathcal{F}\)
    \(\mathcal{V}_{0} \leftarrow 0\)
    \(\mathcal{A}_{0} \leftarrow-A_{g}\)
    for \(\mathrm{i}=1, \mathrm{~N}\) do
        \({ }^{i} \mathcal{V}_{i} \leftarrow{ }^{i} X_{p(i)} \cdot{ }^{p(i)} \mathcal{V}_{p(i)}+{ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{i}\)
        \({ }^{i} \mathcal{A}_{i} \leftarrow{ }^{i} X_{p(i)} \cdot{ }^{p(i)} \mathcal{A}_{p(i)}+{ }^{i} \mathcal{S}_{i} \cdot \ddot{\theta}_{i}+{ }^{i} \mathcal{V}_{i} \times{ }^{i} \mathcal{S}_{i} \cdot \dot{\theta}_{i}\)
        \({ }^{i} \mathcal{F}_{i} \leftarrow{ }^{i} \mathcal{I}_{i} \cdot{ }^{i} \mathcal{A}_{i}+{ }^{i} \mathcal{V}_{i} \times{ }^{*} \mathcal{I}_{i} \cdot{ }^{i} \mathcal{V}_{i}\)
    end for
    for \(\mathrm{i}=\mathrm{N}, 1\) do
        \(\tau_{i} \leftarrow{ }^{i} \mathcal{S}_{i}^{T} \cdot{ }^{i} \mathcal{F}_{i}\)
        \({ }^{i} \mathcal{F}_{p(i)}={ }^{i} \mathcal{F}_{p(i)}+{ }^{p(i)} X_{i}^{*} \cdot{ }^{i} \mathcal{F}_{i}\)
    end for
```


### 3.3.3 Forward Dynamics

Remark 3.3.7 One way to compute the Forward Dynamics equation specific for a dynamical system is by evaluating, multiple times, the corresponding Inverse Dynamics, Eq. 3.160, using the RNEA algorithm by selecting the input parameters in Eq. 3.167 s.t. the resulting $\tau$ to correspond either to $M$ or $\tilde{C}$ parameter.

$$
\begin{align*}
\tau & =M(\theta) \cdot \ddot{\theta}+C(\theta, \dot{\theta}) \cdot \dot{\theta}+\tau_{g}+J^{T}(\theta) \cdot \mathcal{F}_{e x t} \\
& =R N E A\left(\theta, \dot{\theta}, \ddot{\theta}, \mathcal{F}_{e x t}\right) \\
& =M(\theta) \cdot \ddot{\theta}+\tilde{C}(\theta, \dot{\theta}) \tag{3.167}
\end{align*}
$$

Remark 3.3.8 Since the Inverse Dynamics, computed with $\operatorname{RNE} A\left(\theta, \dot{\theta}, \ddot{\theta}, \mathcal{F}_{\text {ext }}\right)$ algorithm, can work directly with a given URDF model (a file format that defines the kinematic tree, joint model and the dynamic parameters of each link) in an algorithmic way, an explicit formula for $M(\theta)$ and $\tilde{C}(\theta, \dot{\theta})$ it is not required in the construction of the Forward Dynamics.

Definition 3.3.7 (Forward Dynamics) - the computational steps

1. Calculate $\tilde{C}(\theta, \dot{\theta})$
2. Calculate the Mass matrix $M(\theta)$
3. Solve for $\ddot{\theta}$ the equation $M(\theta) \cdot \ddot{\theta}=\tau-\tilde{C}(\theta, \dot{\theta})$

## Remark 3.3.9 (Calculation of $\tilde{C}$ )

$$
\begin{aligned}
\tau & =\tilde{C}(\theta, \dot{\theta}) \text { by setting } \ddot{\theta}=0 \text { in } E q \cdot 3.167 \\
\tilde{C}(\theta, \dot{\theta}) & =R N E A\left(\theta, \dot{\theta}, \ddot{\theta}=0, \mathcal{F}_{\text {ext }}\right)
\end{aligned}
$$

## Remark 3.3.10 (Calculation of $M(\theta)$ )

$$
\begin{aligned}
\tau & =M(\theta) \cdot \ddot{\theta} \text { by setting } g=0, \dot{\theta}=0, \mathcal{F}_{\text {ext }}=0 \text { in } E q \cdot 3.167 \\
& \Longrightarrow \tilde{C}(\theta, \dot{\theta})=0 \\
\Longrightarrow M_{:, j}(\theta) & =R N E A\left(\theta, \dot{\theta}=0, \ddot{\theta}=\ddot{\theta}_{j}^{0}, \mathcal{F}_{\text {ext }}=0\right) \\
\text { where } &
\end{aligned}
$$

$$
\ddot{\theta}_{j}^{0}=\left[\begin{array}{c}
\vdots \\
1 \\
\vdots
\end{array}\right] \text { where }: j^{\text {th }} \text { element is } 1
$$

Remark 3.3.11 By assuming $(\theta, \dot{\theta}), \tau, M(\theta), \tilde{C}(\theta, \dot{\theta})$ as known, we can immediately compute:

$$
\begin{align*}
\ddot{\theta} & =M^{-1} \cdot(\tau-\tilde{C}) \\
& =F D\left(\theta, \dot{\theta}, \tau, \mathcal{F}_{e x t}\right) \tag{3.168}
\end{align*}
$$

This provides a $2^{\text {nd }}$-order differential equation, Eq. 3.168, in $\mathbb{R}^{N}$, computed in an algorithmic way, that can be simulated in the joint trajectory over any time period under a given initial conditions $(\theta, \dot{\theta})$ which can be rewritten as a system of first-order differential equations in $\mathbb{R}^{2 N}$ as follows Eq. 3.169 .

$$
\begin{align*}
X_{1} & =\theta \in \mathbb{R}^{N} \\
X_{2} & =\dot{\theta} \in \mathbb{R}^{N} \\
\dot{X} & =\left[\begin{array}{c}
\dot{X}_{1} \\
\dot{X}_{2}
\end{array}\right]=\left[\begin{array}{c}
X_{2} \\
M^{-1}(X) \cdot\left(\tau-\tilde{C}\left(X_{1}, X_{2}\right)\right.
\end{array}\right] \tag{3.169}
\end{align*}
$$

Remark 3.3.12 The computational time of the Forward Dynamics equation is a function of the RNEA algorithm. For $\tilde{C}$ we have $O(N)$ as it required only one evaluation of $R N E A$. For $M(\theta)$ we have $O\left(N^{2}\right)$ as we have to evaluate the RNEA for each column of the mass matrix.
The overall time complexity is given by the computation of the inverse of the matrix $M^{-1}(\theta): O\left(N^{3}\right)$.

### 4.1 The analytical, algorithmically constructed, equation

Remark 4.1.1 Given an open chain with $N$ links, we denote $J_{i}$ as the Jacobian of link / body i, where:

$$
\begin{aligned}
\mathcal{V}_{i} & =J_{i} \cdot \dot{\theta}=\left[\begin{array}{lll}
J_{i, 1} & \ldots & J_{i, N}
\end{array}\right] \cdot\left[\begin{array}{c}
\dot{\theta}_{1} \\
\vdots \\
\dot{\theta}_{N}
\end{array}\right] \\
& \text { where }: \\
J_{i} & =\left[\begin{array}{lll}
\delta_{i, 1} \cdot \mathcal{S}_{1} & \ldots & \delta_{i, N} \cdot \mathcal{S}_{N}
\end{array}\right] \\
\delta_{i, j} & = \begin{cases}1, & \text { if joint } j \text { supports body } i \\
0, & \text { otherwise }\end{cases}
\end{aligned}
$$

Example:
Given Fig. 4.1 we have:


Figure 4.1: Open Chain

$$
\begin{aligned}
& \mathcal{V}_{i=1}=J_{i=1} \cdot \dot{\theta}=\left[\begin{array}{llll}
\delta_{i=1,1} \cdot \mathcal{S}_{1} & \delta_{i=1,2} \cdot \mathcal{S}_{2} & \delta_{i=1,3} \cdot \mathcal{S}_{3} & \delta_{i=1,2} \cdot \mathcal{S}_{2}
\end{array}\right] \cdot\left[\begin{array}{c}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3} \\
\dot{\theta}_{4}
\end{array}\right] \\
& =\left[\begin{array}{llll}
\mathcal{S}_{1} & 0 & 0 & 0
\end{array}\right] \cdot \dot{\theta} \quad \text { (coordinate-free) } \\
& \mathcal{V}_{i=2}=J_{i=2} \cdot \dot{\theta}=\left[\begin{array}{llll}
\mathcal{S}_{1} & \mathcal{S}_{2} & 0 & 0
\end{array}\right] \cdot \dot{\theta} \\
& \stackrel{\{2\} \text {-frame }}{\Longrightarrow}{ }^{2} \mathcal{V}_{2}=\underbrace{\left[\begin{array}{llll}
{ }^{2} X_{1} \cdot{ }^{1} \mathcal{S}_{1} & { }^{2} \mathcal{S}_{2} & 0 & 0
\end{array}\right]}_{{ }^{2} J_{2}} \cdot \dot{\theta} \\
& \stackrel{\text { For }}{ }{ }^{4} \mathcal{V}_{4}{ }^{4} J_{4}=\left[\begin{array}{llll}
{ }^{4} X_{1} \cdot{ }^{1} \mathcal{S}_{1} & { }^{4} X_{2} \cdot{ }^{2} \mathcal{S}_{2} & 0 & { }^{4} \mathcal{S}_{4}
\end{array}\right]
\end{aligned}
$$

Remark 4.1.2 By evaluating the Inverse Dynamics using the RNEA algorithm, one will end up with a closed-form expression that characterizes the entire iterative approach, which can then be factorized. The end result structure of the dynamics provides further properties which can be used for system identification.

Remark 4.1.3 (Dynamics Equation - Structure) In the process of building an analytical form of the dynamics, we will first analyze a 2 -link, open-loop multibody system, Fig. 4.2. In the end, we will generalize for any number of links.

After the Forward pass, the result of Backward pass is:

$$
\begin{aligned}
& \mathcal{F}_{2}=\left(\mathcal{I}_{2} \cdot \mathcal{A}_{2}+\mathcal{V}_{2} \times^{*} \cdot \mathcal{I}_{2} \cdot \mathcal{V}_{2}\right)-\mathcal{F}_{2}^{e x t} \\
& \mathcal{F}_{1}=\mathcal{I}_{1} \cdot \mathcal{A}_{1}+\mathcal{V}_{1} \times{ }^{*} \mathcal{I}_{1} \cdot \mathcal{V}_{1}+{ }^{1} X_{2}^{*} \cdot \mathcal{F}_{2} \\
& =\underbrace{\mathcal{I}_{1} \cdot \mathcal{A}_{1}+\mathcal{V}_{1} \times{ }^{*} \mathcal{I}_{1} \cdot \mathcal{V}_{1}}_{(1)}+{ }^{2} X_{1}^{T} \cdot \underbrace{\left(\mathcal{I}_{2} \cdot \mathcal{A}_{2}+\mathcal{V}_{2} \times{ }^{*} \cdot \mathcal{I}_{2} \cdot \mathcal{V}_{2}\right)}_{(2)}-{ }^{2} X_{1}^{T} \cdot \underbrace{\mathcal{F}_{2}^{e x t}}_{(3)} \\
& \tau_{2}={ }^{2} \mathcal{S}_{2}^{T} \cdot{ }^{2} \mathcal{F}_{2}={ }^{2} \mathcal{S}_{2}^{T} \cdot\left({ }^{2} \mathcal{I}_{2} \cdot{ }^{2} \mathcal{A}_{2}+{ }^{2} \mathcal{V}_{2} \times{ }^{*} \cdot{ }^{2} \mathcal{I}_{2} \cdot{ }^{2} \mathcal{V}_{2}\right)-{ }^{2} \mathcal{S}_{2}^{T} \cdot{ }^{2} \mathcal{F}_{2}^{\text {ext }} \\
& \tau_{1}={ }^{1} \mathcal{S}_{1}^{T} \cdot{ }^{1} \mathcal{F}_{1}=\underbrace{{ }^{1} \mathcal{S}_{1}^{T} \cdot \overbrace{(\ldots)}^{(1)}}_{(A)}+\underbrace{\left({ }^{2} X_{1} \cdot{ }^{1} \mathcal{S}_{1}\right)^{T} \cdot \overbrace{(\ldots)}^{(2)}}_{(B)}-\underbrace{\left({ }^{2} X_{1} \cdot{ }^{1} \mathcal{S}_{1}\right)^{T} \cdot \overbrace{(\ldots)}^{(3)}}_{(C)}
\end{aligned}
$$

where:
(A): Torque at joint 1 due to motion of body 1
(B): Torque at joint 1 due to motion of body 2
(C): Torque at joint 1 due to external force, $\mathcal{F}_{2}^{e x t}$ applied to body 2


Figure 4.2: Open Chain-2 links

By rewriting the equations in vectorial form one gets:

$$
\begin{align*}
\tau & =\left[\begin{array}{c}
\tau_{1} \\
\tau_{2}
\end{array}\right]=\left[\begin{array}{c}
\mathcal{S}_{1}^{T} \cdot\left(\mathcal{I}_{1} \cdot \mathcal{A}_{1}+\ldots\right)+\left({ }^{2} X_{1} \cdot \mathcal{S}_{1}\right)^{T} \cdot\left(\mathcal{I}_{2} \cdot \mathcal{A}_{2}+\ldots\right)+\left({ }^{2} X_{1} \cdot \mathcal{S}_{1}\right)^{T} \cdot\left(-\mathcal{F}_{2}^{e x t}\right) \\
0 \cdot\left(\mathcal{I}_{1} \cdot \mathcal{A}_{1}+\ldots\right)+\left(\begin{array}{c}
\mathcal{S}_{1}
\end{array}\right)^{T} \cdot\left(\mathcal{I}_{2} \cdot \mathcal{A}_{2}+\ldots\right)+\left(\begin{array}{l}
(4.1) \\
\left.\mathcal{S}_{1}\right)^{T} \cdot\left(-\mathcal{F}_{2}^{e x t}\right)
\end{array}\right]
\end{array}\right. \\
& =\underbrace{\left[\begin{array}{c}
\mathcal{S}_{1}^{T} \\
0
\end{array}\right]}_{{ }_{1 J_{1}^{T}}} \cdot\left(\mathcal{I}_{1} \cdot \mathcal{A}_{1}+\ldots\right)+\underbrace{\left[\begin{array}{c}
\left.{ }^{2} X_{1} \cdot \mathcal{S}_{1}\right)^{T} \\
\mathcal{S}_{2}^{T}
\end{array}\right]}_{J_{J_{2}^{T}}^{T}} \cdot\left(\mathcal{I}_{2} \cdot \mathcal{A}_{2}+\ldots\right)+\underbrace{\left[\begin{array}{c}
\left.\left.{ }^{2} X_{1} \cdot \mathcal{S}_{1}\right)^{T}\right] \\
\mathcal{S}_{2}^{T}
\end{array}\right]} \cdot\left(-\mathcal{F}_{2}^{e x t}\right) \tag{4.1}
\end{align*}
$$

Where:


Eq. 4.2. Each line $i$ represents the sum of all the projections of the spatial forces over joint $i$ Eq. 4.2: Each column i represents body's i spatial force projection over all joints

Remark 4.1.4 From: Eq. 4.2, Eq. 4.3 we can conclude that the torque vector $\tau$ is the product between the Jacobian transpose and the force (induced by each body or by external forces, e.g. gravity ) and it can be interpreted as the motion induced by the force.

$$
\tau=J^{T} \cdot \mathcal{F}
$$

Remark 4.1.5 (Generalization) Given $N$ links the general vectorial form is:

$$
\tau=\sum_{i=1}^{N}\{J_{i}^{T} \cdot \underbrace{\left(\mathcal{I}_{i} \cdot \mathcal{A}_{i}+\mathcal{V}_{i} \times^{*} \mathcal{I}_{i} \cdot \mathcal{V}_{i}\right)}_{\begin{array}{c}
\text { The (internal) force }  \tag{4.4}\\
\text { induced by the body } i
\end{array}}+J_{i}^{T} \cdot\left(-\mathcal{F}^{\text {ext }}\right)\}
$$

Remark 4.1.6 By applying the following change of variables to Eq. 4.4 (computation done for internal forces):

$$
\begin{align*}
\mathcal{V} & =J_{i} \cdot \dot{\theta}  \tag{4.5}\\
\mathcal{A}_{i} & =\dot{\mathcal{V}}_{i}=J_{i} \cdot \ddot{\theta}+\dot{J}_{i} \cdot \dot{\theta}+\mathcal{V}_{i} \times J_{i} \cdot \dot{\theta} \tag{4.6}
\end{align*}
$$

- Where $J_{i}$ represents the Jacobian of the body $i$ as introduced in Remark: 4.1.1
- We rewrite the torque, $\tau$, as a function of $\theta, \dot{\theta}$ and $\ddot{\theta}$

$$
\begin{align*}
\Longrightarrow \tau & =\sum_{i=1}^{N} J_{i}^{T} \cdot \mathcal{I}_{i} \cdot J_{i} \cdot \ddot{\theta}+J_{i}^{T} \cdot \mathcal{I}_{i} \cdot \dot{J_{i}} \cdot \dot{\theta}+J_{i}^{T} \cdot \mathcal{I}_{i} \cdot \mathcal{V}_{i} \times J_{i} \cdot \dot{\theta}+J_{i}^{T} \cdot \mathcal{V}_{i} \times{ }^{*} \mathcal{I}_{i} \cdot \overbrace{\mathcal{V}_{i}}^{J_{i} \cdot \dot{\theta}} \\
& =\underbrace{\left(\sum_{i=1}^{N} J_{i}^{T} \cdot \mathcal{I}_{i} \cdot J_{i}\right)}_{M(\theta)} \cdot \ddot{\theta}+\sum_{i=1}^{N} \underbrace{J_{i}^{T} \cdot\left(\mathcal{I}_{i} \cdot \dot{J}_{i}+\mathcal{I}_{i} \cdot \mathcal{V}_{i} \times J_{i}+\mathcal{V}_{i} \times^{*} \mathcal{I}_{i} \cdot J_{i}\right)}_{C(\theta, \dot{\theta})} \cdot \dot{\theta}  \tag{4.7}\\
& =I D\left(\theta, \dot{\theta}, \ddot{\theta}, \mathcal{F}_{\text {ext }}, M o d e l\right)
\end{align*}
$$

Remark 4.1.7 By using a reduced representation of the degrees of freedom of each rigid body, constructed using the Lie Algebras, in a Newton-Euler Algorithm for Inverse Dynamics, one ends up with an equation,Eq. 4.7, that resembles the energy-based Euler-Lagrange reduced representation equation.

Remark 4.1.8 Eq. 4.7 represents the $3^{\text {rd }}$ way of building the DAE/ODE for multibody dynamics, other than the Newton-Euler and Lagrange/Hamiltonian way.

Remark 4.1.9 For adding external forces in Eq. 4.7, one must add the term $J^{T}(\theta) \cdot \mathcal{F}^{e x t}$. The gravity term, as an example of external forces, can be factorized and added as well:

$$
\begin{equation*}
\sum_{i=1}^{N} J_{i}^{T} \cdot{ }^{i} \mathcal{I}_{i} \cdot{ }^{i} X_{0} \cdot\left(-{ }^{0} \mathcal{A}_{g}\right) \tag{4.8}
\end{equation*}
$$

### 4.2 Parametric estimation: inertia matrix, mass, the center of mass

Remark 4.2.1 By knowing $\tau, J_{i}, \theta, \dot{\theta}, \ddot{\theta}, \dot{J}_{i}, \mathcal{V}_{i} \times, \mathcal{V}_{i} \times{ }^{*}$ we observe that the Eq. 4.7 is linear in spatial inertia, $\mathcal{I}_{i}$. This introduces the options for a Linear Least Square approach for parametric estimation for the inertia and mass for each of the rigid bodies as the spatial inertia, $\mathcal{I}_{i}$ is a function of both of them.

Remark 4.2.2 Each Spatial Inertial of each body is represented relative to the center of the mass, Eq. 4.9. Since Eq. 4.7 is just another computational process of Inverse Dynamics, the Spatial Inertia of each body will end up being represented in joint frames as the equation it's written as a function of $(\theta, \dot{\theta}, \ddot{\theta})$, hence, the ${ }^{i} \mathcal{I}_{i}$, after translation, will look like Eq. 4.10.

$$
\begin{align*}
&{ }^{C} \mathcal{I}_{i}=\left[\begin{array}{cc}
{ }^{C} \bar{I}_{i} & 0 \\
0 & m \cdot I_{3}
\end{array}\right]  \tag{4.9}\\
&{ }^{i} \mathcal{I}_{i}=\left[\begin{array}{cc}
{ }^{C} \bar{I}_{i}+m \cdot\left[{ }^{i} p_{C_{i}}\right] \cdot\left[{ }^{i} p_{C_{i}}\right.
\end{array}\right]^{T}  \tag{4.10}\\
& m \cdot\left[\begin{array}{cc}
\left.i{ }^{i} p_{C_{i}}\right] \\
\left.m \cdot{ }_{C i}\right]
\end{array}\right]
\end{align*}
$$

Remark 4.2.3 Since the Eq. 4.10 of all the bodies, represents Eq. 4.10 translated, it also contains, the parameters, ${ }^{i} p_{C_{i}}$, that characterize the center of the mass expressed in a joint frame i. Hence, Eq. 4.7, expressed in joint space, it's linear in the inertia matrix, mass, and center of the mass of all the bodies.

Definition 4.2.1 (Sensor Input) The measurements from sensors are: $\tau, \theta, \dot{\theta}, \ddot{\theta}$.
Remark 4.2.4 (Standard form of the problem) By computing $J_{i}, \dot{J}_{i}, \mathcal{V}_{i} \times, \mathcal{V}_{i} \times{ }^{*}$, one can either choose to use directly the Eq. 4.7 or to put the problem in a general form $E q 4.11$ and to solve for $\pi E q$. 4.12.

$$
\begin{gather*}
A \cdot \pi+B=\tau  \tag{4.11}\\
\pi_{i}=\left[m, h_{x}, h_{y}, h_{z}, I_{x x}, I_{x y}, I_{x z}, I_{y y}, I_{y z}, I_{z z}\right]^{T} \in \mathbb{R}^{10}  \tag{4.12}\\
\text { where: } h=\left[h_{x}, h_{y}, h_{z}\right]^{T}=m \cdot C o M
\end{gather*}
$$

Remark 4.2.5 (Linear Least Square formulation) Since we always have an initial guess, either from the factory (using the CAD model) or from a previous prediction, one can choose to leverage this prior knowledge of the parameters by modeling the solution as an optimization problem Eq4.13. The result is an algorithm that will continuously improve the estimation of the parameters after each measurement.

$$
\begin{equation*}
\min _{\pi} \sum_{i=1}^{\text {measurements }}\left\|A^{i} \cdot \pi+B^{i}-\tau^{i}\right\|^{2} \tag{4.14}
\end{equation*}
$$

Remark 4.2.6 (A better approach) The approach introduced in Remark: 4.2.4 has 2 disadvantages:

- one must recompute $A$ and $B$ every time when the structure of the equation changes
- one must compute $\dot{J}_{i}$

Instead of coming up with the previous closed form for the linear least square, one can observe that Eq. 4.7 is equivalent to the Inverse Dynamics which can be computed iteratively using a modified RNEA algorithm where the model of the robot ( that contains all the parameters that need to be estimated) is also part of the input parameters Eq. 4.14.

For this, we leverage CasADi's functionality of generating a mathematical expression that is equivalent to running the algorithm itself.

$$
\begin{equation*}
\tau=R N E A\left(\theta=\text { Value }_{1}, \dot{\theta}=\text { Value }_{2}, \ddot{\theta}=\text { Value }_{3}, \mathcal{F}_{\text {ext }}, \operatorname{Model}(\pi=\text { Symbolic })\right) \tag{4.14}
\end{equation*}
$$

By evaluating the algorithm with constant values for $\theta, \dot{\theta}, \ddot{\theta}, \tau, \mathcal{F}^{\text {ext }}$ for each instance of sensors measurements, as well as with the model as a function of symbolic parameters representation of $\pi$, one gets, as output, an expression linear in $\pi$. This can also be seen as a change of variable on the expression level, where we change all the numerical values for the parameters we want to identify with variables. As the last step, the extraction of $A$ and $B$ is done also, automatically using CasADi's functionality of extracting the linear coefficients from expressions Eq. 4.15.

$$
\begin{equation*}
\min _{\pi} \sum_{i=1}^{\text {measurements }}\left\|R N E A\left(\theta_{i}, \dot{\theta}_{i}, \ddot{\theta}_{i}, \mathcal{F}_{i}^{\text {ext }}\right)-\tau^{i}\right\|^{2} \tag{4.15}
\end{equation*}
$$

Remark 4.2.7 By checking the structural sparsity of matrix A, Fig. 4.3- corresponding to Fig. 4.4, one can observe that, independently of the sensor readings, the parameters for the first 2 links are not identifiable.

Figure 4.3: 3 DOF robot - structural sparsity - $\tau$


By changing the torque sensor to a sensor that can measure spatial forces (e.g. forces and torques) the only unidentifiable link is the first one Fig. 4.5. Also, we get 6 times more rows.


Figure 4.4: 3 DOF robot

Remark 4.2.8 For a better understanding of why the first link is not identifiable and all the other are one must take a close look at what is happening at the level of each joint during data acquisition and system identification.

$$
\underbrace{\left[\begin{array}{c}
\mathcal{S}_{1}^{T} \\
0
\end{array}\right] \cdot\left(\mathcal{I}_{1}\right.}_{(1)} \cdot \mathcal{A}_{1}+\ldots)+\underbrace{\left[\begin{array}{c}
\left.{ }^{2} X_{1} \cdot \mathcal{S}_{1}\right)^{T} \\
\mathcal{S}_{2}^{T}
\end{array}\right] \cdot\left(\mathcal{I}_{2}\right.}_{(2)} \cdot \mathcal{A}_{2}+\ldots)+\ldots
$$

In (2) one can observe that each column of $\mathcal{I}_{2}$ gets projected on the joint $\mathcal{S}_{1}$ for each data acquisition. As the system changes with time, the configuration of the system changes as well. Since the adjoint matrix, ${ }^{2} X_{1}$ is a function of the configuration it also changes as well over time. This results in projecting each column of the spatial inertia, $\mathcal{I}_{2}$, on the different representation of joint $\mathcal{S}_{1}$. This way, during different measurements, different parameters get to be excited once in a while and therefore all of them become identifiable.

This is not the case for the first joint (1), which is fixed as it doesn't have a parent and therefore it doesn't have an adjoint matrix $X$ as well.

## Remark 4.2 .9 (Parametric estimation of Link 1)

There are 2 ways possible to identify the parameters for link 1:

- Forcing Joint 1 to be an Universal Joint, Fig. 4.6, e.g. it has 2 DOF. This is equivalent to adding another joint as a parent for joint 1 where the distance between them is 0 .
- After identifying parameters for the last $n-1$ links, apply Nonlinear Least Squares parametric estimation using multiple shooting to determine the parameters for Link 1.

Remark 4.2.10 The Nonlinear Least Squares (using multiple-shooting), even though, is a more general approach is significantly more computationally intensive than the Linear Least Squares approach for an ODE of a multi-body system. Moreover, it's less precise.


Figure 4.5: 3 DOF robot - structural sparsity $-\mathcal{F}$


Figure 4.6: Universal Joint [23]

## chapter 5

## Experimental setup

For the validation of the proposed solution, particular decisions, with respect to the testing process, were taken. These have an impact on the following:

- environment setup
- sensitivity analysis computation
- robot definition
- model predictive control and objective function definition

The open-source implementation of the project is available at [10].

### 5.1 Environment definition

The process is done in a contained, simulated environment. This is necessary due to the nature of the problem, as we want to be able to test the solution in full generality. At the same time, we want to contain the engineering complexity required by not having to work with a real robot. This way we get to ignore problems such as time latency in data acquisition, clock synchronization between multiple sensors, and changes in the properties of sensors and control systems due to external factors over a long period of time, etc. As a rule of thumb, all of these problems required supplementary attention and involve embedded programming (system identification and control applied on a mechatronic level in a hierarchical way) using a real-time operating system. The result is an intermediate interface that abstractisezes the low-level complexity of each of the sub-components of the robot and tries to contain the stochasticity of each of them. These subtasks can easily grow to become subjects on their own, hence, the simulation environment was more suitable.

### 5.2 Sensitivity analysis

The development framework selected provides mathematical modeling tools as well as optimization tools and offers easy access to sensitivity analyses. In this regard, CasADi was chosen, an open-source software tool for numerical optimization in general and optimal control (i.e. optimization involving differential equations) in particular. The main scope of CasADi is automatic differentiation. Besides that, it also offers support for external ODE/DAE integrators, sensitivity analysis, as well as nonlinear optimization tools. All these functionalities are accessible using a height-level API, which is implemented using a functional design. This symbolical framework makes the modeling problems more accessible by letting the developer focus more on the problem and less on the low-level code functionalities.

### 5.3 Robot definition

The testing process is applicable to any open-loop robot. This is achieved by building the robot's ODE, previously introduced in chapter 2, in a generic way starting from the corresponding URDF multi-body file which contains all the necessary information about each rigid body as well as the tree structure.

### 5.3.1 URDF file structure

This URDF file format is an XML-type file format that defines the geometry of a robot in a tree structure. Since it can describe only rigid body robots the file is a description for links and joints Code 5.1

```
<robot name="name">
    <link> </link>
    <link> </link>
    <link> </link>
    <joint> </joint>
    <joint> </joint>
</robot>
```


## Listing 5.1: URDF example

A link, Fig. 5.1, represents the properties of a rigid body, like inertia, collision properties as well as visual features Code 5.2 .

The visual tag, as its name suggests is used for visual purposes and specifies the shape of the object (e.g.:mesh, box, cylinder, sphere). The reference frame used by the visual element is relative to the reference frame of the link and it is maintained by origin.

Most of the time, the collision geometry tag is the same as visual geometry, or its geometry is a little bit bigger. The frame of reference of the collision element is maintained into origin element and it is relative to the reference frame of the link.


Figure 5.1: Link 21 ]

The inertial tag is used for building the physical model (the robot's ODE ). The reference frame's origin is maintained in the field origin and is the pose (e.g. position and orientation) of the inertial reference frame, expressed relative to the link reference frame. The origin is always in the center of gravity of the rigid body but the axes of the inertial reference frame can have arbitrary orientation.

```
<link name="link_name">
    <visual>
        <origin xyz="0 0 2" rpy="1.2 0 0" />
        <geometry>
            <cylinder length="0.2" radius="0.1"/>
        </geometry>
    </visual>
    <collision>
        <origin xyz="0 0 2" rpy="1.2 0 0" />
        <geometry>
            <cylinder length="0.22" radius="0.11"/>
        </geometry>
    </collision>
    <inertial>
        <origin xyz="0 0 2" rpy="1.2 0 0" />
        <mass value="5"/>
        <inertia
            ixx="1.0" ixy="0.0" ixz="0.0"
            iyy="1.0" iyz="0.0"
            izz="1.0"/>
    </inertial>
</link>
```

Listing 5.2: link example
Joints, Fig. 5.2, are used to describe the relative motion between two consecutive links. A joint can be of the following types: prismatic, revolute, continuous, planar, fixed and floating. Code 5.3

The origin tag represents the transformation from the parent link to the child link. The location of the joint is at the origin of the child link. Hence, the origin represents the pose of the child frame w.r.t. the parent frame.


Figure 5.2: Joint 22

The axis tag is defined in the joint frame and it can represent one of the following: the axis of translation for prismatic joints, the axis of rotation for revolute joints, or the surface normal for planar joints. The floating and the Fixed joint does not require a specific axis, hence they don't use the field.

Other properties, a joint can have, are represented by the degree of freedom limits as well as dynamical limits. Limits are in meters for prismatic joints, are omitted for continuous and fixed joints, and are in radians for revolute joints.

```
<joint name="name" type="revolute">
    <parent link="link_a"/>
    <child link="link_b"/>
    <origin xyz="0 0 0" rpy="0 0 0"/>
    <axis xyz="1 0 0"/>
</joint>
```

Listing 5.3: joint example
As an example, this is how a robot in an $U R D F$ XML format, formed by 2 links connected by a joint looks like Code 5.4 .

```
<?xml version="1.0"?>
<robot name="simple_robot">
    <link name="link_A">
    </link>
    <link name="link_B">
    </link>
    <joint name="link_A_to_link_B" type="fixed">
        <parent link="link_A"/>
        <child link="link_B"/>
        <origin xyz="1 -0.124 0.42"/>
    </joint>
</robot>
```

Listing 5.4: robot example

### 5.3.2 ODE parameter extraction

An extraction of the parameters for a rigid body chain from a URDF file is done as explained by Alg. 3 where the following operations were used:

1. getChain(RobotInfo, Root, EndEffector) - returns a chain of links and joins that exist between 2 joints.
2. StartFromFirstNonFixedJoint(chain) - clear all the links and joints s.t. the chain to start with a non fixed joint.
3. Joints(RobotInfo) - returns a list of joints.
4. type(joint) - returns the type of a joint (e.g. revolute, fixed, etc )
5. Frame(origin_rpy(joint), origin_xyz(joint)) - return a $4 X 4$ homogeneous transformation for an roll pitch yaw Euler orientation and $x, y, z$ displacement.
6. se_TO_SE(Twist(joint) - return the exponential map of se(3) as a $4 X 4$ homogeneous transformation.
7. ${ }^{A} X_{B-B u i l d}\left((\text { frame } \cdot \text { transform })^{-1}\right)$ - build the Adjoint transformation matrix as a $6 X 6$ matrix.
8. No_fixed_joint (Current_ $\left.{ }^{i} X_{p(i)}\right)$ - checks whether the expression contains any symbols. In case no symbols are found, the joint has no degree of freedom.
9. ${ }^{i} S_{i} \leftarrow{ }^{i} S_{i}+[$ Twist (joint) $]$ - append a new twist object to list ${ }^{i} S_{i}$
10. Links(RobotInfo) - returns a list of links.
11. Inertia_Build_From(link) - it builds a $6 X 6$ spatial inertia matrix.
12. Is_eye (Prev_ ${ }_{-} x_{p(i)-}$ path $)$ - it checks for identity matrix.

This process can be easily adapted for a URDF tree structure. The result of applying this algorithm is the following 4 lists:

1. ${ }^{i} X_{p(i)}$ : a list of transformations between 2 consecutive screws (e.g. from the parent of screw $i$ to screw $i$ )
2. ${ }^{i} S_{i}$ : a list of screws where each screw is expressed in the local frame of reference (e.g. screw $i$ in frame $i$ )
3. ${ }^{i} I_{i}$ : a list of the spatial inertia of bodies expressed in local frame (e.g. spatial inertia of body $i$ in frame $i$ )
4. ${ }^{i} X_{0}$ : a list of the transformations from the global to local frame of each screw
Once these transformations are computed, they are used as input for Inverse Dynamics as well as Forward Dynamics.
```
Algorithm 3 Model Parameter extraction from \(U R D F\) file
Require: Root, EndEffector, \(q\), RobotInfo
Ensure: \({ }^{i} X_{p_{(i)}},{ }^{i} S_{i},{ }^{i} I_{i},{ }^{i} X_{0}\)
    \({ }^{i} X_{p_{(i)}} \leftarrow[],{ }^{i} S_{i} \leftarrow[],{ }^{i} I_{i} \leftarrow[],{ }^{i} X_{0} \leftarrow\left[I_{6}\right]\)
    chain \(\leftarrow\) getChain(RobotInfo, Root, EndE f fector)
    chain \(\leftarrow\) StartFromFirstNonFixedJoint(chain)
    Current_\({ }^{i} X_{p_{(i)}} \leftarrow I_{6}\)
    Prev_ \({ }_{-}^{i} X_{p_{(i)}}\) path \(\leftarrow I_{6}\)
    \(q_{\text {index }} \leftarrow-1\)
    while element \(\in\) chain do
        if element \(\in\) Joints(RobotInfo) then
            joint \(\leftarrow\) Joints(RobotInfo) [element \(]\)
            if type(joint) is 'fixed' then
                    \(q_{\text {current }} \leftarrow 0\)
            else
                \(q_{\text {index }} \leftarrow q_{\text {index }}+1\)
                    \(q_{\text {current }} \leftarrow q\left[q_{\text {index }}\right]\)
            end if
            frame \(\leftarrow\) Frame(origin_rpy(joint), origin_xyz(joint))
            transform \(\leftarrow\) se_TO_SE(Twist(joint), \(\left.q_{\text {current }}\right)\)
            Current_\({ }^{i} X_{p(i)} \leftarrow{ }^{A} X_{B_{-}}\)Build \(\left((\text {frame } \cdot \text { transform })^{-1}\right)\)
            if No_fixed_joint \(^{\prime}\) Current_ \(\left._{-}{ }^{i} X_{p(i)}\right)\) then
                    \({ }^{i} S_{i} \leftarrow{ }^{i} S_{i}+[\) Twist (joint) \(]\)
                    \({ }^{i} X_{p(i)} \leftarrow{ }^{i} X_{p(i)}+\left[\right.\) Current_ \({ }_{-} X_{p(i)} \cdot\) Prev_ \(_{-}{ }^{i} x_{p(i)-}\) path \(]\)
                    \({ }^{i} X_{0} \leftarrow{ }^{i} X_{0}+\left[\right.\) Current_ \(_{-}{ }^{i} X_{p(i)} \cdot\) Prev_ \(_{-}{ }^{i} x_{p(i)-}\) path \(\cdot{ }^{i} X_{0}[\) last \(\left.]\right]\)
                Prev_ \({ }_{-}^{i} x_{p(i)-}\) path \(\leftarrow I_{6}\)
            else
                    Prev_\({ }_{-}^{i} x_{p(i)-}\) path \(\leftarrow\) Current_ \(_{-}{ }^{i} X_{p(i)} \cdot\) Prev_ \(_{-}{ }^{i} x_{p(i)-}\) path
            end if
        end if
        if element \(\in \operatorname{Links}(\) RobotInfo) then
            link \(\leftarrow \operatorname{Links}(\) RobotInfo) [element \(]\)
            Current_Link_Inertia \(\leftarrow\) Inertia_Build_From(link)
            frame \(\leftarrow\) Frame \((\) Extract_origin_From_inertial(link))
            \({ }^{\text {CoM }} X_{A} \leftarrow{ }^{A} X_{B-}\) Build \(\left(\right.\) frame \(\left.^{-1}\right)\)
            \({ }^{\text {CoM }} X_{A} \leftarrow{ }^{\text {CoM }} X_{A} \cdot\) Prev_ \(_{-}{ }^{i} x_{p(i)-p a t h}\)
            \({ }^{A} X_{C o M}^{*}=\left({ }^{C o M} X_{A}\right)^{T}\)
            Current_Link_Inertia \(\leftarrow{ }^{A} X_{C o M}^{*} \cdot\) Current_Link_Inertia \(\cdot{ }^{\text {CoM }} X_{A}\)
            if Is_eye (Prev_ \({ }^{i} x_{p(i)-}\) path) then
                    \({ }^{i} I_{i} \leftarrow{ }^{i} I_{i}+[\) Current_Link_Inertia \(]\)
            else
                    \({ }^{i} I_{i}[\) last \(] \leftarrow{ }^{i} I_{i}[\) last \(]+\) Current_Link_Inertia
            end if
        end if
    end while
    \({ }^{i} X_{0} \leftarrow{ }^{i} X_{0}[1:\) last \(]\)
```


### 5.4 Model Predictive Control

The model predictive control accepts generic ODEs (e.g. different robots) as well as generic objective functions. For this, a custom implementation of multiple shooting was used.

### 5.4.1 MPC flow

The overall flow of the MPC can be summarized by the following algorithm Alg. 4 The process can be interpreted as follows: Given a robot in an initial state, the objective function, the ground truth parameters, and the initial guess of the robot parameters, the algorithm tries to find, at each iteration, the next control action, that puts the robot closer to the objective by computing an optimal control problem. A second process, that re-estimates the parameters based on the new measurements, is taken place in parallel. These 2 complement each other. At the same time, changes in the model are simulated by adding noise.

At each iteration, readings for $q, \dot{q}, \ddot{q}$ are used. Given the nature of the implementation, the sensors are simulated as well. The measurements for $(q, \dot{q})$ can be directly taken from the robot simulation. On the other hand, acceleration and spatial force require more attention. The sensor that returns $\ddot{q}$ is simulated using the Forward Dynamics algorithm applied in the context of the robot (using the ground truth parameters that characterize the ODE of the robot and the current state of the robot). The spatial force is simulated using the Recursive Newton-Euler Algorithm applied in the context of the robot. Nowadays, one can find inertial sensors with different properties. During this thesis, we have considered idealized sensors (no error in measurements) which is far from what we get in a real-case scenario. For a better perspective of the current state-of-the-art, work in force/torque sensors, one can check the following article 9 .

During testing, no error in sensor measurements was taken into consideration.

In addition, by adding extra constraints, at the optimal control level, one can overcome the limitation of the $U R D F$ format (being defined only for openloop robots). This way, the current implementation can be used for closed-loop robots as well.

### 5.4.2 Optimal Control

Every time when ExtractNextControlAction(...) doesn't return an object an optimal control sub-task starts. The formulation of the $O C P$, using multiple shooting, looks as follows:

```
Algorithm 4 System Identification during Nonlinear Model Predictive Control
Require: CurrentState, Cfg, GroundTruthParam, CurrentPredictedParam
Ensure: None
    while (True) do
        if TimeExpiredForCurrentParameters then
        \(U P D A T E(G r o u n d T r u t h P a r a m) ~ \triangleright\) Add random noise
```



```
        RESET(TimeExpiredForCurrentParameters)
            end if
        \(q \leftarrow U P D A T E(\) CurrentState \() \quad\) "Sensor" reading
        \(\dot{q} \leftarrow U P D A T E(\) CurrentState \() \quad \triangleright\) "Sensor" reading
        while True do
        \(\tau \leftarrow\) Extract NextControlAction \((O C P) \quad \triangleright\) Next control action
        if \(\tau\) then
            break
        else
            \(C f g\left[S_{0}\right] \leftarrow(q, \dot{q}) \quad \triangleright\) Update the Configuration with new state
                \(O C P \leftarrow U P D A T E(C f g\), CurrentPredictedParam)
                            \(\triangleright\) Compute Optimal Control Problem
        end if
            end while
        \(\ddot{q} \leftarrow F w d D y n a m i c s(q, \dot{q}, \tau, G r o u n d T r u t h P a r a m) \quad \triangleright\) "Sensor" reading
        \(\mathcal{F} \leftarrow R N E A\left(q, \dot{q}, \ddot{q}, G r o u n d T r u t h P a r a m, f_{\text {ext }}=0\right) \triangleright\) "Sensor" reading
        CurrentPredictedParam \(\leftarrow L L S \_S y s I d e n \_N o S e n s o r E r r o r(q, \dot{q}, \ddot{q}, \mathcal{F}\), CurrentPredictedParam \()\)
        CurrentState \(\leftarrow \operatorname{Intg}(\) Current_State \(, \tau, d t) \triangleright\) Update the "real" robot
    end while
```

$$
\begin{array}{rlrl}
\min _{x(\cdot), u(\cdot)} & & \Phi\left(x\left(t_{f}\right)\right)  \tag{5.1}\\
\text { s.t. } & \dot{x}(t) & =f(x(t), u(t), p), \\
& x\left(t_{0}\right) & =x_{0} \\
x^{l o} & \leq x(t) \leq x^{u p}, \\
& & & \\
& u^{l o} & \leq u(t) \leq u^{u p} \quad \forall t \in\left[t_{0}, t_{f}\right]
\end{array}
$$

To solve Eq. 5.1 numerically, we are using a discretized version by introducing the following multiple shooting variables: $s_{0}, \cdots, s_{N} ; q_{0}, \cdots, q_{N}$ for Eq. 5.2.

$$
\begin{array}{rlrl}
\min _{x(\cdot), u(\cdot)} & & \Phi\left(S_{N}\right) &  \tag{5.2}\\
\text { s.t. } & s_{i+1} & =x\left(t_{i+1} ; t_{i}, s_{i}, q_{i}, p\right) & \\
& & & =0, \ldots, N-1 \\
& s_{0} & =x_{0} & \\
x^{l o} & \leq s_{i} \leq x^{u p}, & & i=0, \ldots, N \\
& u^{l o} & \leq q_{i} \leq u^{u p} & \\
& i=0, \ldots, N
\end{array}
$$

where $x\left(t ; t_{0}, s, q, p\right)$ is the solution of initial value problem Eq. 5.3.

$$
\begin{cases}\dot{x}(t) & =f(x(t), q, p)  \tag{5.3}\\ x\left(t_{0}\right) & =s\end{cases}
$$

Next, we define the primal variables as $w=(s, q)$ and we introduce the following functions for equality and inequality constraints:

$$
\begin{align*}
& a(w)=\left[\begin{array}{c}
x_{0}-s_{0} \\
x\left(t_{1} ; t_{0}, s_{0}, q_{0}, p\right)-s_{1} \\
\vdots \\
x\left(t_{N} ; t_{N-1}, s_{N-1}, q_{N-1}, p\right)-s_{N}
\end{array}\right]  \tag{5.4}\\
& b(w)=\left[\begin{array}{c}
x^{l o}-s \\
s-x^{u p} \\
q^{l o}-q \\
q-q^{u p}
\end{array}\right] \tag{5.5}
\end{align*}
$$

Based on Eq. 5.4 and Eq. 5.5 one can write the OCP in a more compact form:

$$
\begin{array}{cr}
\min _{w} & \Phi(w) \\
\text { s.t. } & a(w)=0 \\
& b(w) \leq 0
\end{array}
$$

The end formulation is then used as input for a nonlinear optimizer.

### 5.4.3 Configuration

```
# timestep
dt = 1/100
# gravitational acceleration
g = [0, 0, -9.8]
Cfg={
    # initial guess for the final time
        'tf': dt,
        # lower bound for the final time
    'tf_lb': dt,
        # upper bound for the final time
    'tf_ub': 3*dt,
        #Number of shooting nodes, between 2 and 10
        'NumberShootingNodes': 2,
        # initial state
        'SO': vertcat(q, q_dot),
        # a mask that characterizes which components of q and q_dot are
            taken into consideration for the initial state
    'SO_mask': DM.ones(vertcat(q, q_dot).numel()).elements(),
        'SnName': ["Sn_"+str(idx) for idx in range(vertcat(q, q_dot).
        numel())],
    # the final state
        'Xf': vertcat(q, q_dot),
    # a mask that characterizes which components of q and q_dot are
        taken into consideration for the final state
        'Xf_mask': vertcat(DM.ones(q.numel()), DM.ones(q_dot.numel())),
    # initial guess for control parameters
        'W': tau.elements(),
        'wName': ["tau_"+str(idx) for idx in range(tau.numel())],
    # lower bound of the control parameters
        'lbw': [-100 for idx in range(tau.numel())],
    # upper bound of the control parameters
        'ubw': [100 for idx in range(tau.numel())],
    # extra trajectory constraints w.r.t. "q"
        'q': [],
        'qName': [],
        'lbq': [],
        'ubq': [],
    # number of iterations done by the nonlinear optimizer
        'max_iter': 10
}
```

Listing 5.5: Configuration

## CHAPTER 6

### 6.1 ODE comparation

The proposed solutions are tested relative to the current state-of-the-art similar implementation: u2c [24, RBDL [18], and Bullet [12]. These libraries have different goals, hence, not all the functionalities can be found available. The tests are done using Python bindings offered by each of them.

The most important difference is given by the symbolic front-end of CasADi [1] which introduces some extra overhead. On the other hand, it also provides free sensitivity analysis, making it more suitable for optimization. This computation can only be archived by using the finite difference method for Bullet and RBDL.

### 6.1.1 Dynamics functionalities

Of the 3 compared libraries, $\mathbf{u 2 c}$ is the closest one being also implemented with CasADi. The main difference between the two of them is given by the implementation of inverse dynamics functionality which is more suitable for system identification as it has input the spatial inertia as a symbolic parameter. The current proposed solution uses the ID as the main bone of the library. This makes it slower given that the computation of inertia requires more time. This decision is expected to impact the performance of the forward dynamics as we will see.

Of the chosen libraries, Bullet is the only one based on a redundant approach, hence, no forward dynamics is offered.

RBDL is also a well-established robotics library that also makes use of Featherstone algebra implementation.

An overview of the functionalities offered by the 4 implementations can be seen in table 6.1

| Functionality | u2c | RBDL | Bullet | mine |
| :---: | :---: | :---: | :---: | :---: |
| I.D. | Yes | Yes | Yes | Yes |
| $F . D .(A B A)$ | Yes | Yes | No | No |
| F.D. (CRBA) | Yes | Yes | Yes | Yes |
| $M$ | Yes | Yes | Yes | Yes |
| $\tilde{C}$ | Yes | Yes | Yes | Yes |
| $U R D F$ | Yes | Yes | No | Yes |
| Sensitivity | Yes | No | No | Yes |
| Closed loop | No | Yes | Yes | No |
| Open loop | Yes | Yes | Yes | Yes |
| Constrains | No | Yes | Yes | No |

Table 6.1: Library functionality provided

### 6.1.2 Time computation differences

Since in this thesis, we are doing parametric estimation as well as optimal control, the time evaluation of the dynamics expressed in CasADi has a big impact on the end results.

For this, 2 types of tests are done. First, we check the time performance between the libraries for 3 robots: double pendulum (2 DOF), Franka Emika Panda ( 7 DOF ), and open chain ( 14 DOF ). A second test is done to observe the implication of increasing the number of degrees of freedom.

The tests are done under Linux, using a 2.4GHz Intel I7 CPU in Python 3.10. No C++ code generation was used for CasADi. Also, no vectorization was used as part of the dynamics evaluation. To avoid possible external influences on the results, all the experiments were done 100 times each.

## Impact of Number of Input Variables

From Fig. 6.1, Fig. 6.2, and Fig. 6.3 it can be observed that the proposed implementation is slower. This is to be expected due to the symbolical expression used in maintaining the dynamics. The difference relative to u2c is due to the algorithm used. (ABA in u2c vs. CRBA for the proposed implementation). It can also be observed that the computation of $\tilde{C}=C+G$ (Coriolis and Gravity forces) is lower than the computation of inverse dynamics. This is happening because, even though, the computation of $\tilde{C}$ is done using the same Recursive Newton-Euler Algorithm, the evaluation of this algorithm for $\tilde{C}$ has fewer input symbolical parameters, thus, the computation graph is smaller.


Figure 6.1: Franka Emika Panda


Figure 6.2: Double pendulum


Figure 6.3: Chain


Figure 6.4: $\tilde{C}$ evaluation


Figure 6.5: $I D$ evaluation


Figure 6.6: Inertia evaluation

## Impact of Number of degrees of freedom

The main observation from Fig. 6.4 Fig. 6.5 and Fig. 6.6 is that the overhead introduced by using CasADi doesn't seem to increase as a function of robot's complexity. Even though direct numerical implementations are faster, the increase in performance it's not significant if one is willing to factor in the time required by the sensitivity computation.

### 6.2 Derivatives - sensitivity analysis time computation

From 6.7, one can observe that the complexity of the robot doesn't change with the increase of the robot's complexity (degrees of freedom), nor with the increase of the number of symbolical parameters of the function. For this test, the full jacobian was computed.


Figure 6.7: Derivative computation vs. Function computation

### 6.3 System identification

As we can observe from 6.8, the inverse dynamics, linear least square tends to have a linear increase in computation whereas the multiple shooting, nonlinear last square has an exponential increase.


Figure 6.8: System identification

### 6.4 Videos

For a more direct interpretation of the final results, a visual inspection of some simulations as well as for model predictive control, while continuous parametric estimation is applied, can be accessed here ${ }^{1}$. As part of this list, the Franka Emika Panda robot was used.

[^0]
## CHAPTER 7

## Conclusions and future work

The first thing one gets to observe is the engineering complexity, a project involving adapting control, requires. Without proper tools for automatic differentiation, that provide a focus on mathematical modeling, the entire process would have been significantly longer as well as heavily error-prone.

Another thing one gets to observe is the different types of challenges different sub-problems have.

The process of building the $O D E$ requires more attention on the mathematical modeling side as well as building the necessary parameters from standard $U R D F$ robot format, the process is deterministic in nature.

On the other hand, the system identification process, besides requiring the proof of the equivalence of the Recursive Newton-Euler Algorithm for a generic implementation, also involves intermediate data analysis and physical interpretation of the results. This is necessary to establish the limits of the current approach, when it comes to what is not identifiable, as well as to motivate why this approach is trajectory independent and thus, does not require an optimal design method as well.

Last but not least, the model predictive control is very sensitive w.r.t. different parameters, like for example the frequency of data equation or the number of shooting nodes, etc. These problems were not addressed in this thesis (though, the current implementation, was influenced by them). A rigorous approach to this matter will involve a more extensive analysis using specific tools from non-linear dynamics, like for example Lyapunov analysis, 42] as well as other concepts from adaptive control [2].

It goes without saying, the proposed multi-body framework, by comparison with the current state-of-the-art implementation, is not faster. Nor it tries to be. The main goal of this thesis was to provide a proof of concept for parametric estimation problems in the context of multi-body dynamics, thus, the list of possible improvements is big, among others we mention:

- Adding constraints for self-collision avoidance ([27])
- Implementing optimal control/MPC on top of Inverse Dymaics [25]
- Implementation of high level API for CasADi's Conic solver, required for physically plausible system identification [44] [45])
- Applying the Multiple shooting, non-linear least squares after Linear least squares
- Moving away from $U R D F$ robot topology limitation
- Adding friction
- Integrate motion planning [28] [29]
- Test using a real robot
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